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Abstract

The telecommunications industry, character-
ized by its vast customer base and complex
service offerings, necessitates a high level
of domain expertise and proficiency in cus-
tomer service center operations. Consequently,
there is a growing demand for Large Lan-
guage Models (LLMs) to augment the capabil-
ities of customer service representatives. This
paper introduces a methodology for develop-
ing a specialized Telecommunications LLM
(Telco LLM) designed to enhance the effi-
ciency of customer service agents and pro-
mote consistency in service quality across rep-
resentatives. We present the construction pro-
cess of TelBench, a novel dataset created for
performance evaluation of customer service
expertise in the telecommunications domain.
We also evaluate various LLMs and demon-
strate the ability to benchmark both propri-
etary and open-source LLMs on predefined
telecommunications-related tasks, thereby es-
tablishing metrics that define telcommunica-
tions performance.

1 Introduction

Recent advancements in Large Language Mod-
els (LLMs) have significantly enhanced natural
language understanding and generation capabili-
ties, leading to increased development of domain-
specific LLMs across various sectors, including
law, finance, and science. These specialized mod-
els aim to leverage LLMs’ general linguistic profi-
ciency while incorporating domain-specific knowl-
edge (Colombo et al., 2024; Yang et al., 2023;
Zhang et al., 2024).

The telecommunications (telco) industry is char-
acterized by its large subscriber base, complex net-
work infrastructure, diverse service offerings, and
24-hour global connectivity. This complexity re-
sults in a wide variety of customer inquiries, requir-
ing extensive training for customer service repre-
sentatives.

To enhance customer satisfaction in call center
interactions, we leveraged LLMs to augment the
expertise of customer service representatives and
reduce response times. Our approach improved ser-
vice efficiency by enabling LLMs to perform post-
interaction tasks that previously required manual
searching, reasoning, and documentation.

This paper’s primary contributions are:

* TelTask Dataset: Evaluates telco service ter-
minology and language proficiency for cus-
tomer service applications. We detail the iden-
tification of key telco tasks and the methodol-
ogy for dataset construction.

* Tellnstruct Dataset: Assesses LLLM agentic
abilities in retrieving and utilizing database
information, as well as deeper telecommunica-
tions knowledge. We propose essential skills
for a Telco LLM Agent.

* Telco LLM Evaluation: We evaluate pro-
prietary and open-source LL.Ms using our
telco-specific benchmarks and existing gen-
eral LLM capability tests, demonstrating the
importance of domain-specific datasets.

This paper is structured as follows: Section 2 re-
views related research, Section 3 details the dataset
composition and development methodology, Sec-
tion 4 presents LLM evaluation results on the
dataset, and Section 5 summarizes findings and
proposes future research directions.

2 Related work

Evaluating Large Language Models (LLMs) for
domain-specific knowledge and task performance
is crucial when considering their deployment as a
service. To address this, domain-specific datasets
have emerged across various fields, including
medicine(Guha et al., 2023; Pal et al., 2022; Antaki
et al., 2023), science(Zhang et al., 2024), law(Guha
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et al., 2023), finance(Son et al., 2023), educa-
tion(Demszky and Hill, 2023), and coding(Chen
et al., 2021; Liu et al., 2023a). Recently, this trend
also has extended to telecommunications network
infrastructure (Maatouk et al., 2023; Zou et al.,
2024). All of these tailored datasets highlight the
growing importance of adapting LLMs to special-
ized domains.

With the rapid advancement of LLMs’
instruction-following capabilities, novel evaluation
datasets have been developed to assess agentic
behavior(Zhou et al., 2023) and responses to toxic
language(Li et al., 2024). Evaluation approaches
now integrate conventional automatic evaluation
frameworks(Liang et al., 2023) with LLMs-based,
reference-free approaches(Zheng et al., 2023; Liu
et al., 2023b), enhancing the effectiveness and
diversity of evaluating LLMs.

3 Dataset Construction and Development
Methodology

Customer interactions with contact center agents
involve issue comprehension, information retrieval,
problem resolution, and post-call activities (Fig-
ure 1). These interactions often span multiple en-
counters with different agents, emphasizing the im-
portance of the post-work phase. Large Language
Models (LLMs) can enhance this phase by improv-
ing accuracy, reducing time spent, and standard-

izing practices, ultimately reducing human agent
workload and improving service levels.

To support telco customer service with LLMs,
we defined essential tasks and categorized them
into two groups: TelTask and Tellnstruct. TelTask
is a comprehensive and involves contextual lan-
guage understanding capability in conversations
for post-interaction tasks, while Tellnstruct is a
benchmark set that assesses telco domain knowl-
edge and instruction following capability. Sample
data is available in Appendix A.

Two common pre-processing stages are applied
to each dataset, followed by additional dataset-
specific processing:

* Heuristic Data Cleaning: Rule-based meth-
ods and internal models eliminate excessively
long or short dialogues and remove filler
words. We sample and modify successful con-
sultation logs, using stratified sampling to
maintain data balance across consultation top-
ics and types.

* Anonymization: To prevent the model from
learning sensitive personal information, we re-
place Personally Identifiable Information (PII)
with pseudonyms, maintaining data quality
and coherence.

Detailed explanations of each task and associ-
ated development methodologies are provided in
subsequent sections.

3.1 TelTask

We constructed the TelTask benchmark dataset us-
ing a balanced mixture of clean and slightly noisy
data to reflect real-world usage in the telco indus-
try. The dataset comprises between 100 and 963
instances per task category that are manually re-
viewed and validated by human annotators.

3.1.1 Sentiment

This task assesses customer sentiment in customer
service dialogues. The goal is for an LLM to auto-
matically classify sentiments into positive, negative,
and neutral categories. The dataset facilitates pre-
cise prediction of customer emotions by capturing
nuanced understanding of conventional expressions
and context-specific phrases in telco interactions.
For instance, the phrase "Thank you" appearing at
the end of a conversation should be interpreted as a
customary closing remark rather than an indication
of satisfaction with a specific service.
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Task Volume | Reviewed?| Validated®
Sentiment 500 v’ v’

Entity 500 v’

Intent 500 v’

To-do 100 v’ v’

Topic 500 v’ v’
Summary 500 v’ v’

Safety 963 v’

? Data reviewed and modified by human annotators to
improve quality
" (Mainly) Lightly inspected automatically generated data

Table 1: TelTask Data Statistics

3.1.2 Entity

The entity benchmark evaluates recognition of
telco-specific nomenclature, including product
names, rate plans, and domain-specific proper
nouns. To properly benchmark the complexities of
entities in the telco domain, the test set incorporates
various forms of each entity, including synonyms,
and considers entity prevalence in utterances reflec-
tive of actual user speech patterns.

The evaluation process considers the prevalence
of entities in utterances and incorporates cases
reflective of actual user speech patterns. For in-
stance, to evaluate rate plan name recognition (MO-
BILE_NAME entity), we included both current
service plan names in their representative forms
’5GX Regular’ ("Is my current plan the SGX Regu-
lar tariff?") and informal forms commonly used in
actual customer utterances 'Regular’ ("Is Regular
any good?"). Our end goal was to evaluate entity
recognition performance across diverse linguistic
manifestations.

3.1.3 Intent

The intent dataset categorizes customer utterances
into four primary types: Ask, Check, Cancellation,
and Apply, mapped to specific service details. It
includes both canonical examples and variations re-
sembling real-world customer interactions to com-
prehensively evaluate the model’s classification ac-
curacy. For instance, the Check.RoamingPlan in-
tent category includes well-formed, representative
utterances such as, "I would like to subscribe to an
international roaming plan," as well as more col-
loquial, abbreviated forms like "Sign up for roam-
ing." This approach allows for a more comprehen-
sive evaluation of the model’s ability to accurately
classify both canonical and real-world customer
inputs.
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3.1.4 Topic

The topic task extracts concise, noun-based key
themes from customer service dialogues, specific
to telco services. For instance, in a dialogue about
roaming services for travel to Thailand, the ideal
topics would include the specific tariff name, such
as "Baro 3GB Plan," rather than generic terms like
"Thailand’ or "Travel’. The benchmark balances
dialogues across various telco domains and was
developed by using an LLM to generate represen-
tative topics and then having human annotators
review and modify the outputs.

3.1.5 Summary

This task summarizes customer service dialogues,
incorporating specific telco terminology. These dia-
logues are often length and contain domain-specific
terminology and phrases, making it difficult for
base LLMs to produce good summaries. The re-
sulting summaries are also intended to be "action
focused", so customer service agents can quickly
glean key information about the call. As such, the
benchmark set evaluates key metrics, including
specificity, fluency, factuality, completeness, con-
ciseness, and inclusion of key content.

3.1.6 To-do

This task generates follow-up actions for customer
service representatives after conversations with cus-
tomers. Common types of to-do items include send-
ing multimedia messages (MMS) to convey addi-
tional information, making calls to obtain consent
from account holders, conducting further research
before responding, and transferring tasks to rele-
vant departments. The benchmark includes consul-
tations both requiring and not requiring follow-up
actions, enabling accurate distinction between the
two scenarios.

3.1.7 Safety

The safety data includes potentially unsafe situ-
ations in customer service interactions, address-
ing Korean language and cultural context-specific
concerns. The benchmark comprises balanced sen-
sitive expressions extracted from actual consulta-
tions, aiming to evaluate a model’s ability to detect
unsafe situations.

3.2 Tellnstruct

The Tellnstruct benchmark set comprises tasks con-
taining 100 to 2,300 instances each. It evaluates



a range of skills, from basic telco domain knowl-
edge to complex scenarios requiring consideration
of conversational context and relevant documents.

Task Volume | Reviewed | Validated
Workflow 4002 v’ v’
TelcoQ&A | 2,300° v v
MRC 120°¢ v’

4 130 allocated for evaluation purposes

® 1,500 entries focused on customer service scenarios and
800 entries dedicated to infrastructure management

¢ equally distributed between simpleQA and Word-to-Text
(60/60)

Table 2: Tellnstruct Data Statistics

3.2.1 Workflow

The Workflow task evaluates an LLM’s ability to
respond appropriately to customer inquiries. It as-
sesses the model’s comprehension of telco consulta-
tion dialogue flows and its capacity to generate use-
ful responses based on a knowledge database. The
dataset comprises multi-turn dialogue data, telco
knowledge documents, and generated responses.

Response quality is assessed on a 5-point Likert
scale, considering relevance, specificity, factual ac-
curacy, and fluency. The dataset closely resembles
real-world telco consultation scenarios to ensure
benchmark validity.

3.2.2 Telco Q&A

The Telco Q&A benchmark evaluates the LLM’s
understanding of customer service center opera-
tions and infrastructure management. It consists
of open-ended questions simulating customer in-
quiries and infrastructure operator queries. Both
sections contain concise, domain-specific questions
and answers.

The evaluation process selected high-scoring
question-answer pairs based on utility, factual ac-
curacy, and user satisfaction. The Infrastructure
Q&A set was developed using an LLM to generate
questions and answers from infrastructure docu-
mentation, focusing on operation commands and
troubleshooting procedures.

The customer service component comprises
open-ended questions and answers that simulate
typical customer inquiries. Concurrently, the infras-
tructure management section contains questions
and answers that an infrastructure operator might
encounter in their daily operations. Both topics con-
tain concise, domain-specific questions and their
corresponding answers.

3.23 MRC

The Machine Reading Comprehension (MRC) task
is based on telco product and policy documents and
instruction manuals. It includes two formats: Sim-
pleQA and Word-to-Text. SimpleQA consists of
concise questions answerable with a noun or noun
phrase, designed to elicit answers from various
text locations. The Word-to-Text task, inspired by
(Cheng et al., 2024), involves generating sentences
containing domain-specific terminology. Both for-
mats follow a structure of reference document,
question, and answer.

4 Evaluation of LLMs

This section presents the evaluation methodology
and results for various Large Language Models
(LLMs) to validate the utility of the TelBench
benchmark set.

4.1 Evaluation Methodology

The evaluation of LLMs employs two primary
methodologies: automatic evaluation and LLM-as-
a-judge evaluation.

4.1.1 Automatic Evaluation

Automated assessment forms the initial phase of
evaluation. While imperfect, this cost-effective
method is crucial for facilitating a feedback loop
of model tuning, evaluation, dataset improvement,
and re-tuning. Task-specific metrics are selected
based on the characteristics of each task.

For extensive response generation tasks like sum-
marization, the ROUGE score is employed. Clas-
sification tasks utilize accuracy for balanced class
frequencies and the F1 score for imbalanced cases.
Topic-related tasks, which require detection of all
positive instances, use hit rate (recall) as the pri-
mary metric.

4.1.2 LLM-as-a-Judge Evaluation

Domain-specific benchmarks like TelBench typi-
cally require costly human evaluation by domain
experts. On the other hand, LLM-based evaluations,

Task Spearman Cohen’s
Correlation Kappa

Summary 0.72 0.35

Topic 0.84 0.31

Table 3: Spearman correlation coefficient and Cohen’s
Kappa coefficient between Human Evaluation and LLM-
as-a-Judge methodologies
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Proprietary LMs Open-Sourced LMs

GPT-4- Claude3.5 Claude3 Llama-3.1-405B- Mistral-Large-  Mistral-Small-

Turbo Sonnet Haiku Instruct-FP8 Instruct Instruct
Sentiment F1-Score 0.744 0.860 0.772 0.870 0.886 0.714
Entity F1(Micro) 0.303 0.368 0.451 0.258 0.258 0.181
Intent Accuracy 0.632 0.663 0.606 0.570 0.659 0.234
Topic Recall 0.228 0.252 0.254 0.278 0.261 0.131
Summary ROUGE-L  0.441 0.443 0.424 0.437 0.410 0.369
To-Do ROUGE-L  0.671 0.654 0.167 0.650 0.714 0.715
Safety (Harmless) F1-Score 0.598 0.652 0.649 0.336 0.630 0.398
Safety (Privacy) F1-Score 0.875 0.894 0.996 0.872 0.940 0.959
Telco Q&A (AICC) ROUGE-L  0.353 0.330 0.345 0.422 0.293 0.314
Telco Q&A (Infra) Accuracy 0.774 0.776 0.482 0.788 0.732 0.410
MRC (SQA) ROUGE-L  0.618 0.662 0.353 0.574 0.691 0.588
MRC (WTT) Accuracy 0.455 0.557 0.471 0.559 0.546 0.473

Table 4: Automatic evaluation results

if correlated with human assessments, enable more
frequent performance assessments at reduced costs.
This can then facilitate dataset refinement and more
frequent model tuning.

TelTask Experiments were conducted to validate
the LLM-as-a-Judge approach for two TelBench
tasks: topic identification and summary generation.
The experimental design included both human eval-
uation and LLM-as-a-Judge assessment for each
task, with correlation between human ratings and
LLM-as-a-Judge ratings serving as a validity mea-
sure.

Human evaluation involved assessing 100 ses-
sions on a 5-point scale per task, using a two-way
evaluation method to ensure inter-rater reliability.
The LLLM-as-a-Judge experiment utilized the GPT-
4-turbo model to evaluate the same 100 sessions
using the prompt framework outlined in Appendix
Table 6.

The evaluation prompt framework, adapted from
Liu et al., 2023b, comprised three components: task
description, evaluation rubric, and evaluation steps.
A chain-of-thought approach in the evaluation step,
detailing key points and potential deductions em-
phasized in human evaluation, demonstrated mod-
est improvement in assessment performance.

These results, shown in Table 3, indicate strong
correlation and substantial agreement between hu-
man evaluations and LLM-as-a-Judge assessments
for these tasks.

Tellnstruct Given the complex, agent-like char-
acteristics of Tellnstruct, LLM-as-a-Judge eval-
uation is more appropriate than automatic eval-
uation methods. To address diversity and scala-
bility challenges in agent benchmarking, a sys-

tem based on PairEval(Park et al., 2024), a
reference-free method, was designed. Evaluation
prompts were developed drawing inspiration from
Prometheus2(Kim et al., 2024) and G-Eval(Liu
et al., 2023b) frameworks for assessing generated
responses.

Recent studies(Wang et al., 2023; Zheng et al.,
2023) have identified a position bias in LLMs when
evaluating pairs of model responses. To mitigate
this bias, we implemented a two-stage evaluation
process, where the Eval LLM assesses Response
A followed by Response B and then evaluates Re-
sponse B followed by Response A. If evaluations
across both orderings are consistent, we classify the
case as a "WIN", and inconsistent cases are deemed
comparable in response quality and classified as a
"TIE".

4.2 Evaluation Results

This section presents the results of evaluating the
telco-specific performance of various proprietary
and open source LLMs using the TelBench frame-
work.

Table 4 demonstrates that while Claude 3.5 Son-
net shows the best overall performance among
proprietary LLMs, recently released open-sourced
models, such as Llama-3.1-405B-Instruct-FP8 and
Mistral-Large-Instruct, exhibit performance that is
comparable to proprietary models. The distribu-
tion of results varies significantly between tasks.
For sentiment classification and summary genera-
tion, models show similar performance with mini-
mal variance. However, tasks requiring specialized
telco knowledge, such as entity and intent recogni-
tion, still highlight limitations in open-source mod-
els, with scores trailing about 0.1 behind the top-
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Language Model Summary | Topic
GPT-4-Turbo 4.35 3.63 54.7 4.4
Claude 3.5 Sonnet 4.05 3.83
Claude 3 Haiku 3.89 3.15 % Win Rate
Llama-3.1-405B- 4.09 314 B Claude 3.5 Sonnet Wins
Instruct-FP8 EF?T ATurbo Wi
Mistral-Large- 277 324 ~-rbo Wins
Instruct
Mistral-Small- 2.47 2.01 68.6 8.0
Instruct
% Win Rate
Table 5: LLM-as-a-Judge results for Summary and BN Llama-3-8B-Instruct Wins

Topic

performing proprietary models.

The telco-related tasks demand a nuanced un-
derstanding and appropriate application of domain-
specific knowledge and terminology. While many
open-source models continue to demonstrate no-
table limitations in telco-specific tasks, recent
evaluations of Llama-3.1-405B-Instruct-FP8 and
Mistral-Large-Instruct show encouraging improve-
ments, particularly in Q&A tasks. These models
exhibit strong comprehension abilities, allowing
them to generate more contextually appropriate re-
sponses, especially in customer service scenarios.
This performance narrows the gap between propri-
etary and open-source language models. However,
despite these gains, smaller open-source models
still struggle with comprehending and responding
to domain-specific queries effectively.

Table 5 illustrates that GPT-4-Turbo maintains
superior performance in the LLLM-as-a-Judge sum-
mary evaluation, with Claude 3.5 Sonnet showing
the best results in topic-related tasks. Interestingly,
the Llama-3.1-405B-Instruct-FP8 model also per-
forms competitively in summary evaluation, outper-
forming several other open-source models, though
it still falls behind in topic-based tasks. These find-
ings do not fully align with results from automated
evaluation methods. Nonetheless, the strong cor-
relation between the proposed LLM-as-a-Judge
methodology and human evaluation highlights the
importance of combining both quantitative met-
rics and qualitative insights for a comprehensive
understanding of an LLM’s capabilities. This sug-
gests that evaluations should integrate both objec-
tive measurements and subjective judgments to cap-
ture a more nuanced picture of model performance.

Figure 2 reveals that while the quality of work-
flow responses is generally comparable across mod-

Tie
Mixtral-8x7B-Instruct-V0.1 Wins

Figure 2: LLM-as-a-Judge results for Workflow

els, notable differences exist. Claude 3.5 Sonnet
demonstrates superior performance compared to
GPT-4-Turbo, and Llama-3-8B-Instruct out per-
forms Mixtral-8x7B-Instruct-v0.1. These nuanced
differences in model performance provide valuable
insights into the relative strengths (and weaknesses)
of various LLMs in the context of telco-specific
tasks.

5 Conclusion

This paper introduces TelBench, the first (to our
knowledge) benchmark dataset focused on telco
customer service centers, and evaluates the per-
formance of Large Language Models (LLMs) us-
ing the dataset we designed and built. Leveraging
proprietary assets and domain expertise, we have
created a benchmark dataset to measure the telco-
specific performance of various LLMs, both pro-
prietary and open source.

The methodology employed in developing Tel-
Bench can be extended to create specialized train-
ing datasets for LLMs in the telco sector, and
such datasets can help facilitate the development
of LLMs optimized for telco-specific tasks. Fu-
ture research will focus on the development and
performance evaluation of these specialized telco
LLMs. Additionally, we plan to expand the scope
of TelBench to include other areas of the telco in-
dustry, such as infrastructure operations, task plan-
ning, and contract reviews. Furthermore, we are
preparing further LLM-based evaluation methods
to reduce the burden of human assessment and also
developing an Evaluation-as-a-Service platform.
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A Benchmark Samples
» TelTask

— Sentiment: Classification of customer sentiment (Positive/Negative/Neutral) in consultation
dialogues

— Entity: Extraction of essential entities and categories in customer utterances

— Intent: Classification of customer’s intent(s) into broad categories and specific services from
customer inquiries

— To-do: Generation of task-oriented to-do lists derived from customer service dialogues
— Topic: Generation of topics from customer service dialogues

— Summary: Generation of summaries from customer service dialogues

— Safety: Determine unsafe utterances that may occur during consultation

e Tellnstruct

— Workflow: Extraction of essential function calls, such as database searches from customer
service dialogues to facilitate the development of LLLM-based customer service agents

— Telco Q&A: A task involving the generation of responses to potential telco-related customer
inquiries

— MRC: A task designed to evaluate the LLM’s ability to provide accurate responses to queries
based on telco product guides and documentation

A.1 Sentiment
A.1.1 Korean (original)

{
"dialog": [
{
"channel”: "AFCEA}"
"text”: "gHSLICH AA|KAULCE "
+ {
"channel”: "1ZH"

rtext”: "H, A7t O 2B IMAZZ YBH=C SHOME MALIZESUCE "
A

"channel”: "A&tEFAL”

a )
"text”: "Of 12AZAQ, DML HSI} 010-1234-567801 2Ll 20| Qro x| Q2"
3 A{
"channel”: "11ZH"
rtext”: U, YELICE”
3 A
"channel”: "AMEA}",
"text”: "H|, ZAFSLICE HE SQSHESLCE AT 7[CHH FAML."
3 Ao
"channel”: "AFCEA}"

texts “IICIE| FHA ANBUIC. T Ssaa o] ) LesiE o Hesh
solslide. PHY SN Aot 240082 TIA| 9% AlS SO IRs gsuir,
o2 2UTO Fa} Stelslz) GOk o] 22 el sl Fitiof Hrelol & olBILC.
Olorof ZIAF0] BGH0] S|A = ¥ LEEl 30| GTiel DA 1 AR CiAl AEA20\U

ocoono
HEF FAIE A35|7F CHA| oM HEESS2=2 s of SRgtt. d2iMe, & H

C
—_ _
UAE FUS SHEU7IR FH o StHE AT LT 25 &0l o FLct.”
» {
"channel”: "1ZH",
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"text”: LY BHOISI® O ASO|H Az2 YBECHs HZE

—

3 A

"channel”: "Z2FEAF",

"text”: "U|, OHGL|CE. WY CA|

EEEe|A Rl z[&elct.”
3 A

"channel”: "11ZH"
"text”: "U4|, LASLICH."
}
1,

"sentiment”: "neutral”

}

A.1.2 English (translated)

{
"dialog": [
{
"channel”: "Agent”,
"text”: "Hi, I'm Jiwon Kim."
A
"channel”: "Customer”,

"text": "Yes, I deposited the unpaid
also been deducted from my bank account.”

H2

amount into the virtual account and it has

"text": "Oh, right, are you the customer whose number is 010-1234-56787?"

A

"channel”: "Agent”,
o {

"channel”: "Customer”,

"text": "Yes, that’s right.”

3 1

"channel”: "Agent",

"text"”: "Okay, thank you. I'll check it out, just give me a second.”

FINRt

"channel”: "Agent”,

"text"”: "Thank you for your patience. As you said, the payment you made on yesterday's
date is correct, and there is also a date when we tried to withdraw 32400 won from
your monthly account again. The bank hasn't confirmed the result yet, so this will
be reflected in our system tomorrow. If it does, and it's the correct amount that was
paid twice, we'll send you a direct deposit back to that account or you can contact
us and we'll take it back and process it as a separate payment. So, yes, we'll refund
the amount that you received twice, so don't worry, but we won't be able to confirm

it today."”
o {

"channel”: "Customer”,

"text": "If it's confirmed tomorrow, it'll just go into my direct deposit account,

right?”
3 Ao

"channel”: "Agent",

"text": "Yes, that's right, we'll check back with you tomorrow. This was Jiwon Kim.
I apologize for not being able to help you right away.”

FINRt
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"channel”: "Customer”,
"text"”: "OK. Thank you."
}

1,

"sentiment”: "neutral”

}

A.2 Entity
A.2.1 Korean (original)
{
“input”: "TCIOJEMO)M H2AA| 2 BES A",
"output”: [
{

nnamen: "TEfolaﬂ!EA‘;",
"entity_type”: "SERVICE_NAME”
3o

"name”: "ZHEA| 7 SE5",
"entity_type"”: "DEVICE_NAME"
]
}
A.2.2 English (translated)
{
"input”: "Buying Galaxy Z Fold 5 at T-Direct Shop",

"output”: [
{

"name”: "T-Direct Shop",
"entity_type": "SERVICE_NAME"

3o A
"name”: " Galaxy Z Fold 5",

"entity_type": "DEVICE_NAME"

;o]
3

A.3 Intent
A.3.1 Korean (original)
{

"text”s "EA W2 4 S8 woiar gol,
"intent”: "Check.VoiceRemaining"

1
A.3.2 English (translated)
{

"text": "See how much voice call time you have left”,
"intent"”: "Check.VoiceRemaining”

})

A4 To-do
A.4.1 Korean (original)

{
"dialog": [
{
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IS {

"channel”:
”teXtHI ::7\_”7
1 {
"channel”:
"teXt": nol»
b {
"channel”:
"teXt"Z nl:”u
b {
"channel”:
"'teXt”: uol_

thE a2y
b {
"channel”:
"text":
b {
"channel”:
"teXt": nl__”
b {
"channel”:
"text":
b {
"channel”: "4t
”teXt": nl:”
o5

"todo":

—_

"ALEHAL,

of

FELIENETSL

ZH
Ay

b

A.4.2 English (translated)

{
"dialog": [
{
"channel”: "Agent”,
"text": "Hi, I'm Jiwon Kim."
+s {
"channel”: "Customer”,
"text": "I was roaming in early October.
1 {
"channel”: "Agent”,
"text"”: "Oh, so you're canceling the T-phone subscription?”
1, {
"channel”: "Customer”,
"text": "Yes”
1, {
"channel”: "Agent",
"text"”: "Oh, as you can't set this up while you're on a call, I'll
route text and you can just take care of it?”

IS {
620
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"channel”: "Customer”,

"text": "Ok"

1, {

"channel”: "Agent”,

"text": "Okay. I'll take note of your route now and text you a message.”

1, {

"channel”: "Customer”,

"text"”: "Fine. Thank you."

1 {

"channel”: "Agent”,

"text": "Yes, thank you. It was Jiwon Kim."

Y0,
"todo": [

- Send a text: Route to cancellation of T-phone installation” ]

+
A.5 Topic

A.5.1 Korean (original)

{

"dialog”: [

{
"channel”: "AFGEA}",
"text”: "SHISL|CH AR AYLCE."
1 {
"channel”: "1ZH"
"text”: "OHEMR."
1, {
"channel”: "AFEFA}"
"text”: "U| QHESIM2."
1, {

"channel”: "1ZH"
"text”: "OF Yl 1 A 237 WY SQISHM AdLFLeZ HHein sh=0 A4d3 4 S HAZ
=T nE=0

b {
"channel”: "2FEAL",
"text”: "OF Y| Ol =2Ee Iﬁﬁl—ltf B2O|5tA|= BT} 010-1234-5678 H &3}
b {
"channel”: "11ZH"
"text”: "4 ME0|1, 02-123-45670|2"
b {
"channel”: "Z2FEAL",
"text”: "Of ULFRMCCR 2 ALHHSA HAZ dk22i2| S=2|=2 5t L CH
b {
"channel”: "Z4"
”text”: nL_” 7:1|. |'%‘='L_||:|'”
b {
"channel”: "Z2FEAL",
"text”: U ZARELICH 22 312 SH2.” )
1,
"topics”: ["23 US", "HA Gan wiUUjolM" ],
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b

A.5.2 English (translated)

{
"dialog": [
{
"channel”: "Agent”,
"text”: "Hi, I'm Jiwon Kim."
1, {
"channel”: "Customer”,
"text"”: "Hello."
1, {
"channel”: "Agent",
"text": "Yes, how can I help you?"
1, {
"channel”: "Customer”,

"text": "Oh yeah, I'm going to check last year’s bills and send them to the year-end
reconciliation. Can I get them via fax?"

1 {

"channel”: "Agent”,

"text": "OK, let me check. The number you're calling is 010-1234-5678. Is that you?
And, if it is, can you please say the fax number slowly?”

1, {

"channel”: "Customer”,

"text": "Yes, it’s Seoul, and ©02-123-4567."

1, {

"channel”: "Agent”,

"text": "Yes, we will fax you last year's statement as you mentioned.”

}s {

"channel”: "Customer”,

"text": "Ok, thank you."

1 {

"channel”: "Agent",

"text"”: "Thanks. Have a nice day."” }

1,
"topics”: ["Bills", "Fax request"”, “Statement” 7],
3

A.6 Summary

A.6.1 Korean (original)

{
"dialog": [
{
"channel”: "2&FEAL",
"text”: "HIZIBLICE, O|REYUCL RAS TolENtR?”
o q
uchanneln: u_T)_j_||.|u’
"text”: "U|, £1sHYLCtH QIEU HAS st 20"
3o
"channel”: "Z2FEAF",
"text”: "OIE{U GIZO[2AR BA| AZ QEHO| ¥ BHH Y= AR
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3o

"channel”: "1ZH",
"text": "OIL 2, AHFZ2 Jtst AUt
oA
"channel”: "&tEFAR",
"text”: "Of, Z9Q9 TZHU Ho|o|Al7tR? 29 RAl HHE It 010-1234-56780IC, Z|}EH
Of g 20| AgsA EUl JHS0| [0 ATt L= SA| THE 712 AHE0]|
QIE{HIOl da= U= A7IR272"
oA
"channel”: "1ZH"
"text”: "H|, DAEELICt. XF A7t Tz 410 JojMLe”
oA
"channel”: "AGEEA}",
"text": "2 MZ2F FA0| QHUS M2 dX|50F 5t A"
oA
"channel”: "11ZH"
"teXt": nl:”, JF_I%{%L“:I_.”
oA
"channel”: "&FEAF",
"text”: "YAUGLICH B2 HASIUSUCE HAICH V|Ch N, AR 1A, 22
o O|0{7tA|Z BIELICE. "
} 1,
"sunmary”: "740| ZIEHO| Ofl MEZE FA0| QIE Al MAS YsID, MHALE 02
olsl AErg AehFACkD YsiYUt.”
}
A.6.2 English (translated)
{
"dialog": [
{
"channel”: "Agent",
"text": "Hi, it’s Ji-Hoom Lee. How can I help you?”
oA
"channel”: "Customer”,
"text": "Yes, thank you. I'd like to connect to the internet.”
5o A
"channel”: "Agent”,
"text”: "You mean you are experiencing temporary trouble in connecting to the
internet?”
oA
"channel”: "Customer”,
"text”: "No, I want to sign up for a new subscription.”
oA

"channel”: "Agent”,

"text": "Oh, is this you, Yoo Yeon Kim, and the number you gave us is 010-1234-56787?

It says that you have a combined internet connection at your home. Do you have the
internet at another family member's home?”

3o A

"channel”: "Customer”,

"text": "Yes, I do, because I'm living on my own now."
oA

"channel”: "Agent”,
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"text"”: "Then you'll need to reinstall the internet at the new address.”

Ao

"channel”: "Customer”,

"text": "Yes, that’s right.”

oA

"channel”: "Agent”,

"text": "Okay, we'll connect you right away. Please hold on a moment. Thank you,
Yoo Yeon Kim, and good luck with your call.”

} 1,
"summary"”: "The customer wanted a new internet installation at a new address that

was not their home, and the agent said he would set them up with a consultation.”

}

A.7 Workflow

A.7.1 Korean (original)

<|im_end]|>

<|im_start|>assistant

S CH HSHE LT <[im_end|>

<|im_start|>user

FIEE AAMEY As0[A| 43 THAl 52t StHML. OfEAH HEsteE Ao 22<|im_end|>
<|im_start|>assistant

<laction_start|><|plugin]|>

{"name": "db_search”, "parameters":

{"query": "7IE A4 = ZASO0[H 24 HEH")

<laction_end|><|im_end]|>

<|im_start|>environment name=<|plugin]|>

{"output”: [{"title": "ASOIA(EF)TBIMFT > ASO|A| 41-d/HAF_IH2l”
"text”: "ANE SHA| UM 2ASHE MY/ E/2Ae AMMETE TS, .03
<|im_end|>

<|im_start|>assistant

AIS0|A|E HASHA HS It 010-1234-5678H0| LESL|7t2<]|im_end|>

A.7.2 English (translated)

<|im_end|>

<|]im_start|>assistant

Hi, it’s Haru Kang.<|im_end|>

<|im_start|>user

I renewed my card and it says I need to set up direct debit again.
How do I change it?<|im_end|>

<|im_start|>assistant

<laction_start|><|plugin|>

{"name": "db_search”, "parameters”:

{"query": "Setting up direct deposit after card renewal”}}
<|]action_end|><|im_end]|>

<|im_start|>environment name=<|plugin]|>

{"output”: [{"title": "Direct Debit (Payment) Documents > Direct Debit
Request/Change_Individual”,

"text": "Note: Only customer center can apply for/change/cancel automatic payment
for terminated customers..."}]}

<|im_end|>

<|im_start|>assistant
Is 010-1234-5678 the correct number to change your direct deposit?<|im_end]|>
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A.8 Telco Q&A
A.8.1 Korean (original)
{

"question”:"FLO ZHMIE| GH2tz| A2{FML",

"answer”:"FLO TZHME{ C12t3|= 1234-5678QLICH. 2WA|ZHS T 09:00~18:00Q!L|C}.
[‘I]”

}

A.8.2 English (translated)
{

"question”:"What is the FLO customer support number?”,

"answer"”:"The FLO customer support number is 1234-5678. The hours of operation are
09:00-18:00 on weekdays. [1]"

}

A9 MRC
A.9.1 Korean (original)

{

"document”: "22. 7. 1(a&) A7t ST ol \n= [ZILSE] O[F/2A0tL|0F F2= LY
e AMLALES Solf 20| HESH HAILAI(Bt=aAIZE 7|12)FE 30 SQF 36/LTE C|O|&
£ A5t o8 + Ue 2z4\n\n T > 4FE0FY > 0|53 > 234 > Outbound
Z8\n2022-05-31T10:15:20.000Z\n\n\n 1) Swing [LZA|/E7I&4EHZE] 3tH > 'EIME!
g> T2 O|RMA A > 2Tt HE > THAILEA] B = 7t\n\n  image.jpg \n\n 2)
Swing [OBE2UAMH|A 22|] 3tH > 213 > EIME > 72 O|FIHA s > JHA|LA|
MA & 712 7Hs\n\n image.jpg \n\n \n\nxx2. ZF0AISH* \n 1) G|O|E|2UP R HX}ICH
MH[A 71 AEOM T2 O|FIHA 7t A| GO 2Y PR AT MH[A ZtE SHA| \n 2)
T2 0[FOA SR Al GOHZ2YSPRAXE MH[A 245 712 \n\n 3) T2Y O|FIHA
SHA| EY ZH7tR 75 \n\n \n\n \n\n\n”,

"question”: "TE=Q O|FIHA 7|7+ LOtLt S22,

"answer"”: "30&”

}

A.9.2 English (translated)

{

"document”: "22. 7. 1(Fri) New subscriptions will be discontinued\n= [Discontinued]

A plan that allows you to use 3G/LTE data at a low price for 30 days from the start
date (Korea time) set by the customer through a network of partner operators in major
countries in the Americas/Oceania\n\n Home > Product Manual > Mobile Phone > Plan
> Outbound Roaming\n2022-05-31T10:15:20. @@0Z\n\n\n 1) Swing [Change plan/add-on]
screen > 'Add-on' tab > Enter 'T-Roaming Americas Pass' > Add button > Set 'Start
date' and sign up\n\n image. jpg \n\n 2) Swing [OB Roaming Service Management] screen
> Additional Information > Additional Products > Enter 'T Roaming Americas Pass'
> Set the start date and sign up\n\n image.jpg \n\n \n\n**2. Notes** \n 1) Data
roaming unconditional blocking service is automatically canceled when subscribing
to T-Roaming Americas Pass while subscribed to data roaming unconditional blocking
service \n 2) Data roaming unconditional blocking service is automatically subscribed
when canceling T-Roaming Americas Pass \n\n 3) Re-subscription is possible on the
day of T-Roaming Americas Pass cancellation \n\n \n\n \n\n\n",

"question”: "How long is the T-Roaming Americas Pass valid for?”,

"answer”: "30 Days”

}
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B Evaluation Prompt Framework sample

Task description

The evaluation process comprises the following components: instructions, prompts, responses to be
assessed, a scoring rubric delineating assessment criteria, and evaluation steps.

1. Construct detailed feedback evaluating the quality of the response, adhering strictly to the provided
scoring rubric.

2. Based on the feedback, assign an integer score between 1 and 5, referencing the scoring rubric for
guidance.

Evaluation rubric

5 (Excellent Topic Quality): The topics effectively encapsulate the essential information representative
of the consultation dialogue. They are concisely generated in consistent (compound) nouns, accurately
and specifically reflecting the content of the consultation.

4 (Good Topic Quality): The majority of topics effectively capture the key information representative of
the consultation dialogue. They accurately and specifically reflect the consultation content and consiste
of (compound) nouns.

Evaluation Steps

Carefully analyze the consultation dialogue, understand the content, and subsequently identify key
topics that encapsulate the essential elements in the dialogue.

Table 6: Evaluation Prompt Framework
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