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Abstract

In this study, we aim to explore Multitask
Speech Language Model (SpeechLM) effi-
cient inference via token reduction. Unlike
other modalities such as vision or text, speech
has unique temporal dependencies, making
previous efficient inference works on other
modalities not directly applicable. Further-
more, methods for efficient SpeechLM infer-
ence on long sequence and sparse signals re-
main largely unexplored. Then we propose
FastAdaSP, a weighted token merging frame-
work specifically designed for various speech-
related tasks to improve the trade-off between
efficiency and performance. Experimental
results on WavLLM and Qwen-Audio show
that our method achieves the state-of-the-art
(SOTA) efficiency-performance trade-off com-
pared with other baseline methods. Specif-
ically, FastAdaSP achieved 7x memory effi-
ciency and 1.83x decoding throughput without
any degradation on tasks like Emotion Recog-
nition (ER) and Spoken Question Answering
(SQA). The code will be available at https:
//github.com/yichen14/FastAdaSP

1 Introduction

Speech Language Models (SpeechLLMs) have been
an important role in the field of natural language
processing and speech technology. Recent ad-
vancements (Hu et al., 2024; Chu et al., 2023; Sun
et al., 2024b) have demonstrated significant capa-
bilities in voice processing and audio understand-
ing. Furthermore, GPT4-o (OpenAl, 2024) show-
cases conversational speech processing abilities,
advancing the capability of LLMs toward various
voice-interface applications. However, challenges
related to inference latency and memory efficiency
remain major bottlenecks, especially as multitask
SpeechLLMs grow larger, reaching up to 7 billion
parameters. These challenges necessitate the devel-
opment of more efficient inference methods.
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Audio Input:

Dense Tasks:
r
| ASR: Can you help me transcribe the audio into text? |

: Output: that is a good idea |

| ST: Translate the audio clip into German. |
: Output: das ist eine gute Idee :

:_ER: Can you describe the emotional condition of the speaker
| in the provided audio clip? |

=
| SV: Is there only one speaker in the audio clip? |
: Output: yes :

Figure 1: Examples of Multitask SpeechLM on dense
(ASR, ST) and sparse (ER, SV) tasks

SpeechLMs are often capable of performing a
wide range of speech or audio-related tasks. As
shown in Figure 1, in our study, we categorize and
define these tasks into two distinct classes: Dense
Tasks: Nearly all input audio tokens are useful,
such as in Automatic Speech Recognition (ASR)
and Speech Translation (ST); Sparse Tasks: Tasks
like Emotion Recognition (ER) and Speaker Veri-
fication (SV), where only a few tokens within the
entire audio input contain the crucial information
needed to perform the task.

The temporal dependencies in speech signals re-
quire efficient handling of long sequences, while
the sparsity of relevant information demands pre-
cise extraction of crucial audio features. These
unique properties make SpeechL.M tasks distinct
from other modalities like vision or text, especially
when implementing token reduction techniques.

To address these issues and improve the effi-
ciency of SpeechLLM inference, we introduce Fas-
tAdaSP, a unified SpeechLM fast inference frame-
work that incorporates multiple audio token reduc-
tion methods during the pre-filling stage tailored
to different types of tasks. FastAdaSP does not
require any additional training, making the entire
framework more practical and easy to use. Our
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main contributions are as follows:

1. We introduce a new plug-and-play method for
effectively selecting layers for audio token reduc-
tion operations on sparse tasks.

2. We study efficient inference methods specifi-
cally designed for both dense and sparse tasks on
SpeechLLMs and validate the effectiveness of our
methods across multiple tasks.

3. To benchmark the task, previous token reduc-
tion methods, started from other modalities, have
been investigated and analyzed in this emerging
context of SpeechLLM settings.

2 Related Work

Large Speech Language Models: SpeechLMs
(Borsos et al., 2023; et al., 2023; Radhakrishnan
et al., 2023; Sun et al., 2024b; Chu et al., 2023; Hu
et al., 2024; Gong et al., 2024; Maiti et al., 2024;
Lu et al., 2024) adopt a large pretrained language
model (Touvron et al., 2023) as their base model
and use audio encoder(s) (Radford et al., 2023;
Chen et al., 2022; Hsu et al., 2021) to process raw
audio input. Leveraging the language understand-
ing and reasoning abilities of LLMs, SpeechLMs
can perform various speech-related tasks. How-
ever, as SpeechLLMs grow in size, inference latency
and memory efficiency become problematic. Thus,
research on cost-saving techniques is essential to
address these challenges.

Efficient Inference in ASR: Recent studies (Zhu
et al., 2024; Kim et al., 2022; Burchi and Vielzeuf,
2021) have focused on efficient inference for ASR
models (Gulati et al., 2020; Kim et al., 2023) by
progressively down-sampling the audio features
in the audio encoder to reduce sequence length.
However, these methods are specifically designed
for the ASR task and do not generalize well to
multitask settings for SpeechLMs.

Key-Value (KV) Cache Compression: In addi-
tion to the efficient inference methods for ASR,
some of other works are focusing on compressing
KV Cache to speed-up LLMs inference. Previ-
ous works such as StreamLLM (Xiao et al., 2024),
H>0 (Zhang et al., 2023), LESS (Dong et al., 2024),
LOOK-M (Wan et al., 2024) were designed to com-
press the text or vision KV cache during inference
to overcome the limited KV cache size and accel-
erate the inference speed. However, KV cache
compression techniques do not actually reduce the
number of input tokens during the pre-filling stage.
When a long video is input to a multimodal LLM,

the extensive sequence of vision and audio tokens
can exceed the context length limit of the backbone
LLM, causing several issues. Moreover, this tech-
nique does not improve the latency of the pre-filling
stage.

Token Reduction: To address these issues, exten-
sive research has been conducted on token prun-
ing techniques within Vision Language Models
(VLMs). Recently, lots of token reduction works
such as FastV (Chen et al., 2024), ToMe (Bolya
et al., 2023), LLava-PruneMerge (Shang et al.,
2024) focus on reducing the vision tokens to lower
the computational costs through token eviction or
merge. Besides the vision modality, A-ToMe (Li
et al., 2023) applied the ToMe (Bolya et al., 2023)
method to the audio modality in a Transformer-
transducer model (Zhang et al., 2020) for ASR
tasks only. However, token reduction methods
for the audio modality in multitask SpeechL.Ms re-
main unexplored. Inspired by these previous works,
our study primarily develops token reduction tech-
niques that combine token merging and eviction
for the audio modality in SpeechLMs during the
inference process. We also explore the applicability
of these methods to various speech-related tasks.

3 Methodology

In this section, we introduce the motivation and for-
mulation of FastAdaSP, followed by our layer se-
lection and task-specific design strategies for Mul-
titask SpeechLLMs. Note that, in our work, audio
tokens refers to the audio features output by the
multi-head attention block.

3.1 Preliminary

Speech Modality in Multitask SpeechL.Ms: Dur-
ing inference, VLMs often use only a small portion
of visual information for reasoning and context un-
derstanding. However, SpeechLLMs are capable of
performing multiple tasks within a single model.
For sequence-to-sequence dense tasks like ASR, it
is crucial to consider “all audio tokens” to generate
accurate transcriptions. In addition to dense tasks,
SpeechLMs also need to perform sparse tasks such
as ER and SQA, where only a few tokens in the
input hold critical information for generating accu-
rate predictions. Therefore, a more careful token
reduction policy is necessary for SpeechL.Ms.

Pre-filling Phase of SpeechLLMs: During the pre-
filling phase of SpeechLMs, the raw audio se-
quence is usually processed by pre-trained audio
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Figure 2: FastAdaSP: Weighted Token Merge of audio features in the decoder blocks of SpeechLMs

encoder(s) to extract the semantic and acoustic
information into the embedding space Xyugio €
REawdoxD - Consider the text embedding of user in-
struction Xiex € RLet*D the input to the decoder
blocks of SpeechLM is X € RIwom*D - \which
represented as X = [Xaudio, Xiext)- Here, Lprompt
is the sum of audio embedding length L,,4i, and
text embedding length Ly, and D is the model’s
hidden dimension.

In each self-attention block of the transfomer
decoder layer, the query, key, value tensors can be
derived by:

Q=XWg, K=XWgk, V=XWy, 6 (1)

where Wy, Wi, Wy € RP*D represents the
matrix weights for query, key, and value layers,
respectively. After this computation, the value of
K, V will be stored in the KV cache which will be
used in the decoding phase. Then the self-attention
output can be computed as:

KT
Xattention = Softmax <(3/5) V. (2)

Decoding Phase of SpeechLLMs: During the auto-
regressive decoding phase of SpeechLMs, the KV
cache is employed and updated for all the new
generated tokens. At each step, the total key and
value are calculated by using the previous stored
Keache and V,che and the new input X,y as:

K= [Kcachea XnCWWK]a V = [Vcachea XnewWV]~

3)

Equation 2 is used to calculate the attention out-
put. During this stage, the KV cache grows linearly,
and each new token significantly increases memory
consumption and attention computation latency, es-
pecially when the generated sequence is very long.

3.2 FastAdaSP: Method

To accommodate both sparse and dense tasks in
SpeechLMs, we designed a novel token reduction
method with different strategies for each.
Weighted Token Merge: Dense tasks like ASR
require most of the token information during in-
ference, making direct token dropping from the
attention output too aggressive and likely to result
in the loss of critical information. Instead, merging
similar audio tokens can eliminate redundant audio
information while preserving essential content.
Token merge techniques in the vision modality
require calculating the similarity between numer-
ous pairs of image patches in the spatial domain to
identify the most similar pairs for merging (Bolya
et al., 2023). For audio signals, however, token
merge in audio processing needs to operate in the
temporal domain. This involves calculating the sim-
ilarity along adjacent audio tokens pairs and merge
a cluster of adjacent audio tokens for a sequence
of audio features A = (a; € R”|i = 1,...,L).
For the audio features from 1 to L — 1, we use the
cosine similarity score between the adjacent audio
token key state to determine their similarity:
T
= ] @
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We then obtain an adjacent similarity score se-
quence P = (p; € Rji = 1,...,L — 1). After
determining the number of tokens to merge, we
select the top-k largest adjacent similarity indices
to form the merge index list. Next, we loop through
the merge index list, grouping multiple adjacent in-
dices into a single merge cluster. Finally, we obtain
m merging clusters S = {s;|t = 1,...,m} where
s; represent a merging cluster which contains sev-
eral adjacent audio tokens. Then we obtain the
merge weights Wineree = (w; € R|i = 1,..., L) for
audio features A by:

H Lprompt QKT
w; = (Z Z Softmax <\/5>)1 ®)

Where Lprompt = Laudio+Lrex: represents the query
length. H represents the number of attention head.
Both audio and text features are utilized to calculate
the overall cumulative attention score. By leverag-
ing the interaction between text instructions and
speech, we can determine the importance of audio
tokens in the current context. The merged audio
MCTEE for each cluster s; will be calculated

feature a,
Sl s,
_ P

as:
1 >l w;

The overall procedure of the weighted token
merge is shown in Figure 2. This method selects
the relatively important tokens to keep and the re-
dundant tokens to drop at that layer, effectively
preserving as much information as possible while
significantly reducing the number of tokens. For
full details of the algorithm, please refer to A.3.

merge
ameree _

(6)

3.3 FastAdaSP: Strategies

Based above method, we designed two similar but
slightly different strategies for dense and sparse
tasks to achieve better performance:

Dense Task Strategy: For dense tasks, we
designed an operation scheduler that smoothly
merges tokens layer by layer to prevent aggressive
token dropping in SpeechLM. We implemented a
constant schedule to maintain a consistent merge
ratio and a decay schedule that linearly decreases
the merge ratio to zero at the final layer. Please
refer to 4.3 for the ablation study of schedulers.
Sparse Task Strategy: For sparse tasks, a more
aggressive token reduction method can be applied
by merging tokens within a single layer. However,
layer selection needs to be approached carefully as
it significantly affects task performance. Therefore,

we incorporate a Transfer Entropy(TE)-based layer
selection method (Section 3.4) specially designed
for sparse tasks.

3.4 Addtional Studies on Layer Selection

Recent token reduction works (Chen et al., 2024,
Shang et al., 2024; Bolya et al., 2023; Li et al.,
2023) often struggle with selecting appropriate lay-
ers for token reduction. Due to the difficulties
in interpreting current auto-regressive transformer
models, understanding the exact properties of dif-
ferent layers during inference is challenging. Con-
sequently, previous works have relied on empirical
studies to test various layers and reduction ratios.
This approach is impractical and lacks generaliza-
tion for actual deployment. Therefore, we aim to
explore a justification to serve as a theoretical at-
tempt of token reduction layer selection.

By definition, entropy can reflect the information
carried out by each layer. Here, we take F' as
the feature output by the attention block which
contains both audio and text features. Inspired
by (Sun et al., 2022; Lin et al., 2024), we use the
Gaussian distribution as the probability distribution
to approximate the distribution of each channel
in F'. Thus, the entropy measurement of a single
layer H(F') can be defined as (for a more detail
derivation, please refer to A.4):

H(F) < Ho(F) = Zlog[U(Fi)] @

Here, we calculate the entropy of each layer by
summing the logarithm of the standard deviation(o’)
of the each channels (audio tokens) in F'. To as-
sess the impact of weighted merge on a specific
layer’s contribution to the final output distribution,
we calculate the Transfer Entropy to measure the in-
formation difference at the final layer based on the
operation layer of our method. We define Transfer
Entropy (TE;.) for layer 7. TE; is equal to:

‘H ((I) (Fﬁnal ; Wiinal )) - H (Fﬁnal ‘ ¢ (E, Wz))|
(®)
where ®(-; -) represents the token reduction oper-
ation described in Section 3.2. It takes the layer
feature F' and merge weights W as input and out-
puts the features after weighted token merge. Then
TE,; is the absolute difference between the final hid-
den states whether the token reduction operation
is applied to layer 7. The smaller the TE;, the less
the final information loss caused by the operation
on layer ¢. We also analyze the effectiveness of our
TE-based layer selection method in Sec. 4.2.
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Model ‘ Task Dataset Split Metric

Automatic Speech Recognition (ASR)  LibriSpeech (Panayotov et al., 2015)  dev | test WER

Speech Translation (ST) Must-C (Di Gangi et al., 2019) en-de BLEU

WavLLM (Hu et al., 2024) Emotion Recognition (ER) IEMOCAP (Busso et al., 2008) Session 5 ACC

Spoken Language Answering (SQA) MuTual (Cui et al., 2020) test ACC

Automatic Speech Recognition (ASR) LibriSpeech (Panayotov et al., 2015)  dev | test WER

. ) Speech Translation (ST) CoVoST2 (Wang et al., 2020) en-zh BLEU

Qwen-Audio (Chu et al., 2023) Emotion Recognition (ER) MELD (Poria et al., 2019) test ACC
Audio Caption (AC) Clotho (Drossos et al., 2020) test CIDEr | SPICE | SPIDEr

Table 1: Task, dataset, and metrics in the experiments
| ASR (WER% ) | ST (BLEU 1)
Full Token Baseline | 2.25 | 21.56

FLOPs Reduce ‘ 10% 20% 30% 40% 50% ‘ 10% 20% 30% 40% 50%
H>O (Zhang et al., 2023) | 2.25 246 337 5.60 10.20 | 2042 20.12 19.99 18.64 17.36
Random Merge 232 251 3.08 8.10 7742 | 20.73 19.34 1823 1569 9.24
Random Evict 2.53 434 923 3480 17252 |20.34 19.03 17.36 14.10 8.59
A-ToMe (Lietal.,2023) | 2.35 292 443 1587 5046 | 2053 1942 1729 1342 851
FastV (Chen et al., 2024) | 2.37 494 13.84 51.10 18579 | 21.17 20.18 18.98 16.36 10.07
FastAdaSP-Dense (Decay) 227 257 274 353 6.09 | 2092 20.59 19.66 18.06 16.40
FastAdaSP-Dense (Constant) | 2.27 2.49 248 2.96 473 | 2147 20.72 19.81 1854 1745

Table 2: Comparison between FastAdaSP with other token reduction methods on WavLLM dense tasks

4 Experiments

4.1 Experiment Setting

Basic Settings: We use 1xV100 32GB GPU to
conduct the task performance experiment. We also
use 1 xA100 80GB GPU and 1xH100 80GB GPU
for long sequence system metric experiment. We
choose WavLLM 7B (Hu et al., 2024) and Qwen-
Audio 7B (Chu et al., 2023) for all the experiments.
For each SpeechLM, we choose two dense tasks
and two sparse tasks for experiments. Specifically,
both models choose ASR and ST as dense task.
For sparse task, we choose Emotion Recognition
(ER) and Audio Caption (AC) on Qwen-Audio;
ER and SQA on WavLLM. The full details of the
dataset information and the evaluation metrics can
be found in Table 1.

System Metrics: We use Theoretical FLOPs, Real
Time Factor (RTF), Pre-filling and Decoding La-
tency (seconds per sentence), and Throughput (to-
kens per second) to measure the efficiency of our
method under different token reduction rates. We
calculate the RTF by:

RTF = TPre-ﬁlling + TDecoding

(©))

Taudio

Where Tprefilling and Tpecoding represents the pre-
filling and decoding latency, T,u4ic represents the

audio length (second per sentence).

4.2 Results and Discussion

In this section, we compare our method with other
SOTA methods. Then, we demonstrate the impact
of token reduction on system metrics. For the full
experiments results, please refer to Appendix A.1.
Baselines: We selected several token reduction
methods as our baselines. FastV (Chen et al., 2024)
is a token eviction method based on attention scores
for VLM. A-ToMe (Li et al., 2023) incorporates
pair-wise merging techniques on the Transducer
Model for ASR. We also test two other baselines
method which randomly merge or evict tokens as
the additional reference. Additionally, we applied
our layer selection method to FastV and the two
other random baselines since they do not have a
clear layer selection strategy for speech tasks. Ran-
domly choosing layers for these methods could
result in completely failed decoding. Lastly, we
evaluate the performance of the KV cache eviction
method (H2O) (Zhang et al., 2023) on SpeechL.Ms
for reference. However, this method is primarily de-
signed to accelerate multi-round generation, focus-
ing on a different set of challenges and applications
compared to our work.

Efficient Inference for Dense Tasks: We selected
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| ER (ACC% 1) | SQA (ACC% 1)

Full Token Baseline | 72.80 | 67.60

FLOPs Reduce | 10% 20% 30% 40% 50% | 10% 20% 30% 40%  50%
H,0 (Zhang et al., 2023) | 72.32 72.60 73.73 72.11 7236 | 67.10 684 68.00 67.55 65.40

Random Merge 7276 7244 7219 7228 7252 | 6740 68.00 6740 67.95 68.30

Random Evict 73.08 7171 7244 7203 7228 | 67.65 6735 6835 67.80 67.50
A-ToMe (Lietal., 2023) | 72.84 72.68 722 7123 69.54 | 67.05 67.15 65.75 63.45 62.60
FastV (Chen et al., 2024) | 72.76 72.52 71.55 7147 70.66 | 67.45 67.25 68.45 68.10 67.95
FastAdaSP-Sparse | 73.16 72.60 73.73 73.65 73.65 | 67.65 68.05 67.45 6845 68.70

Table 3: Comparison between FastAdaSP with other token reduction methods on WavLLM sparse tasks

FLOPs Reduction % ‘ Device ‘ Real Time Factor |  Pre-filling Latency (s) | Decoding Latency (s) | Throughput (token/s) 1

0.00 0.126 6.72 23.55 3.10
50.00 ‘ A10080G ‘ 0.077 6.48 11.89 5.72
0.00 0.039 1.13 8.39 8.70
50.00 ‘ H100 80G ‘ 0.026 0.96 542 12.55

Table 4: Long Sequence Computational cost experiments on a 240s audio sample with a batch size = 5 on
WavLLM using one A100 80GB GPU and one H100 80GB GPU. For the full results, please refer to Appendix A.1

Token Reduce % ‘ Max Batch Size (not OOM)

Full Token Baseline 10
50 70

Table 5: Memory Saving Experiments: Approximate
maximum batch size under 50% token reduction for
WavLLM using a 240s audio sample on 1xA100 80GB.

FLOPs Reduce ‘TE TERank 10% 20% 30% 40% 50%

imate 4 BLEU score degradation on 50% FLOPs
Reduce Rate.

Efficient Inference for Sparse Tasks: For the
Sparse Task result in Table 3, our method not only
surpasses most of the token reduction methods but
also improves the original full token baseline from
67.6% to 68.7% accuracy for SQA and from 72.8%
to 73.65% accuracy for ER. These experimental re-
sults demonstrate that sparse tasks can be enhanced

Layer 2 220 4 5478 5430 5406 5291 s210 by the token reduction method, which helps the
Layer 9 217 3 5551 5430 5361 5330 5150 : : :
Lover 12 320 3 o3 306 3144 w72 43S mode? ignore redundant audio tokens in a more
Layer 15 2.11 2 5398 5406 S53.02 5057 - effective manner.

1

Layer 3 (Selected) ‘ 2.06 55.17 55.05 5440 53.86 52.14

Table 6: Layer Selection Experiments: Comparison
on the performance between different layers on Qwen-
Audio ER task (Full token baseline accuracy: 54.80%)

ASR and ST as the dense tasks in SpeechLM. As
shown in Table 2, our method demonstrates a sig-
nificantly better efficiency-performance trade-off
compared to other token reduction methods. No-
tably, for the ASR task, we maintain only approxi-
mately 0.7% WER degradation up to a 40% FLOPs
reduction ratio. Furthermore, we significantly im-
prove upon the previous audio efficient inference
baseline, A-ToMe, reducing the WER from 50.46%
to 4.73% at a 50% FLOPs reduction rate. For
the ST task, our method also maintain the best
efficiency-performance trade-off with only approx-

Computational Cost Analysis: We analyze our
token reduction method across various system met-
rics and demonstrate efficiency improvements at a
50% token reduction rate. The results in Table 4
show that we achieved a 1.84x increase in decoding
throughput (from 3.10 tokens/s to 5.72 tokens/s)
under A100 GPU and a 1.44x throughput under
H100 GPU. Further, our method can also decrease
both pre-filling and decoding latency at about 4%
and 50%, respectively.

Memory Saving Analysis: For memory efficiency
in batch decoding settings, as shown in Table 5, our
system can achieve approximately a 7x increase in
batch size after a 50% token reduction in practical
deployment. These improvements demonstrate the
significant potential of our token reduction method
in enhancing both computational and memory effi-
ciency for large-scale applications.
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| ASR (WER% |) | ER (ACC% 1)
Full Token Baseline | 2.25 | 72.80
FLOPs Reduce | 10% 20% 30% 40% 50% | 10% 20% 30% 40% 50%
Average Merge | 225 253 392 1278 93.14 | 7252 7228 73 7195 72.84
Weighted Merge | 2.25 2.44 325 1051 9024 | 7316 72.6 73.73 73.65 73.65

Table 7: Average Merge vs. Weighted Merge. The effectiveness of weighted merge method on WavLLLM for both

Dense and Sparse Tasks

\ ASR (WER% |) \ ST (BLEU 1)
Full Token Baseline \ 2.25 \ 21.56
FLOPs Reduce | 10% 20% 30% 40% 50% | 10% 20% 30% 40%  50%
Weighted Merge 225 244 325 1051 93.14 | 2094 20.03 18.41 1445 8.74
Weighted Merge + Constant Schedule | 2.27 249 248 296 4.73 | 21.47 20.72 19.81 18.54 17.45
Weighted Merge + Decay Schedule 227 257 274 353 609 | 2092 2059 19.66 18.06 16.40

Table 8: The effectiveness of scheduler on WavLLM Dense tasks (ASR and ST)

4.3 Ablation Study

Effectiveness of Layer Selection: We analyze
the effectiveness of our TE-based layer selection
method in Table 6 as an ablation study. Several
operation layers before layer 15 were selected to
analyze the relationship between the TE and their
actual performance. The results indicate that se-
lecting the operational layer based on the TE rank
(layer 3) can achieve the best performance on the
ER task at most of the time. While the rank of TE
may not be strictly proportional to the actual per-
formance, in our study, TE serves as a theoretical
reference for layer selection. A more comprehen-
sive study on layer selection for token reduction is
left for future research.

Effectiveness of Weighted Merge: Table 7 clearly
illustrates the effectiveness of the weighted merge
method. Compared to the normal average merge
used in ToMe (Bolya et al., 2023) and A-ToMe (Li
et al., 2023), our weighted merge algorithm consis-
tently improves both ASR and ER in all the 10%
to 50% FLOPs reduction ratio.

Effectiveness of Scheduling: For the dense tasks
ASR and ST, we utilize the decay or constant sched-
uler to smoothly merge audio tokens which can pre-
vent aggressive token dropping. As shown in Table
8, layer scheduler can greatly improve the perfor-
mance of the dense task when the token reduction
rate is very high. However, due to multiple oper-
ations across many layers, the pre-filling latency
will increase. Therefore, a more careful design of

the overall strategies is needed in the future to bet-
ter manage the trade-off between performance and
efficiency.

5 Conclusion

In this study, we propose FastAdaSP, an efficient
inference framework that incorporates multiple
stages in SpeechLMs. This preliminary study ex-
plores token reduction methods for SpeechL.Ms.
We investigated various properties of different
types of SpeechLLM tasks and proposed novel meth-
ods for both dense and sparse tasks. Our method
achieved a 1.84x throughput increase with 7x mem-
ory efficiency, setting a new benchmark for the
efficiency-performance trade-off across various
tasks.
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A Appendix

A.1 Full Experiments Results

We also conduct the performance experiments on
Qwen-Audio for both dense and sparse tasks and
compare the baseline methods with our method.
For the dense tasks ASR and ST, the results are pre-
sented in Table 9, demonstrating the effectiveness
of our scheduling weighted token merge methods
on another SpeechLM. The results for the sparse
tasks ER and AC are shown in Table 10, which
suggest our sparse setting method also performs
well. These results on Qwen-Audio shows the ef-
fectiveness and generalization of our method across
different SpeechLM.

Additionally, for the computation cost experi-
ment, we also evaluated the Speech Summarization
task on WavLLM using a subset of the How?2 test
set (Sanabria et al., 2018). As shown in Table 11,
our method can effectively reduce the computation
cost on a real dataset.

Further, we use one A100 80G GPU and one
H100 80G GPU to conduct the long sequence ex-
periments, which is shown in Table 12 and Table
13. The results indicate that increasing the audio
length and beam size makes the acceleration of our
method more noticeable.

A.2 Computation Reduction Theoretical
Analysis

To analyze the computation reduction effect of our
method, we use the theoretical FLOPs reduction
rate. For simplicity, we just analysis the effective
theoretical FLOPs reduction based on the token
reduction rate and input sequence length on one
layer. In the real situation, we can use the same
methods to analyse all the decoder layers. Given
the input sequence length n, the hidden dimension
d and the Feed Forward Layer hidden dimension
m. We can define the theoretical FLOPs in one
transformer decoder layer as:

FLOPs = 2n°d + 4nd* 4+ 2ndm.  (10)

Where the first term represents the attention op-
eration in equation 2; The second term represents
the calculation of query, key, value and output ten-
sors; The third term represents the calculation of
the operation in Feed Forward Layer. Given the
reduction ratio k, after the token reduction, we ob-
tain the reduced sequence length n = n(1 — k).
Then the theoretical FLOPs reduction rate at the

Algorithm 1 Weighted Token Merge Algorithm

1: procedure FASTADASP(A € RLXP M €
RTa Wmerge € RL)

2 1+ 1 > Index
3: H «[] > New hidden states
4: while 7 < L do
5: S+ o > Initialize merge cluster
6: h « w;a;
7: t <+ w;
8:
9: # Form the merge cluster
10: while : € M do
11: S« S U {i}
12: i i+ 1
13: end while
14:
15: # Perform Weighted Sum in Cluster
16: for jin S do
17: h+ h+ wja;
18: t—t+ wj
19: end for
20: h«<h/t
21: H <+ append(H, h)
22: 1—1+1
23 end while

24: Output: H € RVxP
25: end procedure

next layer can be calculated as:

202d + 4nd? + 2hdm

Rate =1 —
ate 2n2d + 4nd? 4 2ndm
1 2(1 — k)?n2d + nd(1 — k)(4d + 2m)
N 2n2d + nd(4d + 2m)
B (k — k%)

1+ =

As a result, the longer the input sequence length,
the higher the FLOPs reduction rate that can be
achieved. As demonstrated in A.1 long sequence
speed test, the acceleration is more pronounced
for a 240-second audio sample compared to a 120-
second audio sample.

This theoretical computation cost analysis sug-
gests that our method will result in greater compu-
tational reduction for longer audio sequence input,
highlighting the effectiveness of this technique in
real world applications where the input audio is
often very long.
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| ASR (WER% ) | ST (BLEU 1)
Full Token Baseline | 221 | 41.46
FLOPs Reduce | 10% 20% 30%  40%  50% | 10% 20% 30% 40% 50%
Random Merge 243 339 821 2753 169.96 | 40.63 39.35 37.01 3239 243
Random Evict 570 2142 61.04 18459 342.88 | 38.39 2822 1498 6.29 -
A-ToMe (Lietal.,2023) | 220 326 1391 71.56 273.49 | 41.24 39.87 36.52 2535 8.64
FastV (Chen et al., 2024) | 12.54 5440 11042 179.58 258.78 | 41.12 40.31 38.45 3474 27.14
FastAdaSP-Dense 219 223 251 437 1524 | 4141 4105 4051 39.02 3579
Decay Schedule
FastAdaSP-Dense | , ), 51 230 357 1601 | 4147 4130 40.83 39.81 37.04
Constant Schedule

Table 9: Comparison between FastAdaSP with other token reduction methods on Qwen-Audio dense tasks

ER (ACC% 1) |

AC (CIDEr 11 SPICE 1 | SPIDEr 1)

Full Token Baseline ‘ 54.80 0.4510.1310.29
FLOPs Reduce | 10% 20% 30% 40% 50% | 10% 20% 30% 40% 50%
Random Merge 51.80 48.00 43.80 3920 3230 | 0.4410.1310.29 0.4310.1310.28 04110.131027 04110.121026 0.3810.1210.25
Random Evict 52.80 4820 42.00 34.61 23.14 | 04310.1310.28 0.4210.131027 03810.1210.25 0.3110.101020 0.1210.0710.14
A-ToMe (Lietal.,2023) | 5491 5470 5420 5390 51.60 | 0.4410.1310.29 04410.1310.29 04310.131028 0.4110.1310.27 0.3910.1210.28
FastV (Chen etal., 2024) | 54.80 53.80 53.50 52.10 5038 | 0.4410.131029 0.4510.1310.29 04510.1310.29 0.4410.1310.28 04310.1310.28
FastAdaSP-Sparse | 55.17 55.05 5440 5386 5214 0.4510.1310.29 04410.1310.29 0.45/0.1310.29 0.4410.1310.28 0.4310.1310.28

Table 10: Comparison between FastAdaSP with other token reduction methods on Qwen-Audio sparse task

A.3 FastAdaSP: Algorithm Details

Here we show the full implementation details of
the FastAdaSP algorithm, which was brifely men-
tioned in Section 3.2. Given the audio feature se-
quence A = (a; € RP|i = 1,..., L), the merge
index list M = (m; € R|i = 1,...,T) and merge
weights Wieree = (w; € R|i = 1,..., L). Then we
can use Algorithm 1 to obtain the merged audio
feature sequence H = (h; € RP|i = 1,...,N),
where [V is the length of the merged audio feature
sequence.

Additionally, if there are B batches in the hidden
states, we currently need to perform the algorithm
B times to reduce the audio tokens for each audio
sequence separately. In the future, this process may
be improved by executing the algorithm for each
batch in parallel.

A.4 Derivation of Transfer Entropy

In this section, we recall the derivation of transfer
entropy from (Lin et al., 2024). We also did a
slight modification on the final definition based on
our settings. As mentioned in section 3.4, given
F € REXD a5 the feature output after attention
block, the entropy was defined as:

H(F) = - / p()logp(f)df, f € F. (1)

Following the (Lin et al., 2024; Sirignano and
Spiliopoulos, 2020), we regard the feature F’s
probability distribution as a Gaussian distribution
F ~ N(p,0?). Therefore, the equation 11 can be
derived into:

H(F) = ~E[log (1, 0%)
— & log | 2n0*)  exp (55 (7 - 0°) |

202

1 1
=log(o) + 5 log(27) + 3

Where o; is the standard deviation of ¢-th hidden
state in F'. The H (F) is proportional to the log(o)
since % log(2m) + % is constant term. Thus we

could get the equation 7 in Sec 3.4.

A.5 Applications in the Real World and
Future Perspective

In this study, we propose a efficient inference
framework which designed for audio modality re-
duction in Multitask SpeechLLM. In the context of
long audio sequences, it is observed that only a
small part of tokens carries critical information,
while others may be not relevant (e.g. periods of
noisy or blank audio). Our proposed plug-and-play
methodology aims to efficiently identify and priori-
tize significant audio tokens during the pre-filling
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Token Reduce % ‘ SUM (ROUGE-L 1) FLOPs Reduction % T Real Time Factor |  Pre-filling Latency (s) | Decoding Latency (s) | Throughput (token/s) 1

Full Token Baseline ‘ 16.20 0.00 0.091 0.51 5.09 15.57
10 16.63 9.54 0.090 0.51 4.92 16.00
20 16.27 19.05 0.087 0.51 4.74 16.02
30 16.29 28.46 0.083 0.51 4.52 16.05
40 15.29 37.66 0.083 0.51 451 16.62
50 15.10 46.97 0.078 0.51 4.20 16.87

Table 11: Computational cost experiments on Real Dataset. Inference result of 100 How?2 test set samples around

60s on WavLLM using one V100 32GB GPU

Beam Size ‘ Audio Length (s) ‘ Token Reduce % FLOPs Reduction % T Real Time Factor |  Pre-filling Latency (s) | Decoding Latency (s) |  Throughput (token/s) 1

1 120 Full Token 0.00 0.054 0.79 5.75 12.86

50 48.62 0.044 0.77 4.57 13.57 (1.05x)
5 120 Full Token 0.00 0.137 3.11 13.32 5.48

50 48.40 0.092 3.09 8.01 8.87 (1.61x)
1 240 Full Token 0.00 0.044 1.70 8.90 8.09

50 49.21 0.036 1.59 7.02 9.69 (1.20x)
5 240 Full Token 0.00 0.126 6.72 23.55 3.10

50 49.21 0.077 6.48 11.89 5.72 (1.84x)

Table 12: Long Sequence Computational cost experiments on A100. Long sequence audio samples (120s and
240s) input on WavLLM using one A100 80GB GPU

Beam Size ‘ Audio Length (s) ‘ Token Reduce % FLOPs Reduction % T Real Time Factor |  Pre-filling Latency (s) | Decoding Latency (s) | Throughput (token/s) 1

1 120 Full Token 0.00 0.027 0.26 3.00 24.63

50 48.62 0.023 0.26 2.52 24.73 (1.01x)
5 120 Full Token 0.00 0.043 0.48 4.73 15.44

50 48.40 0.032 0.46 3.44 20.66 (1.34x)
1 240 Full Token 0.00 0.020 0.43 4.29 16.70

50 49.21 0.019 0.39 4.06 16.75 (1.00x)
5 240 Full Token 0.00 0.039 1.13 8.39 8.70

50 49.21 0.026 0.96 5.42 12.55 (1.44x)

Table 13: Long Sequence Computational cost experiments on H100. Long sequence audio samples (120s and

240s) input on WavLLM using one H100 80GB GPU

stage, which can offers substantial benefits for long-
form audio comprehension.

In addition, in practical deployments of
SpeechLLM products, batch decoding is often a ne-
cessity, with batch sizes potentially reaching up to
128 or more. Within these batch decoding settings,
our proposed methods are designed to reduce the
memory footprint associated with many long audio
inputs while simultaneously accelerating the de-
coding process. This optimization is crucial for en-
hancing the efficiency and scalability of SpeechLM
systems in real world applications.

In the future, we may extend the current efficient
inference framework to multi-round decoding sce-
narios, which can handle the dense task and sparse
task at the same time. This improvement will make
the whole system more applicable to real world use
cases. Moving forward, this pioneering study on
audio token reduction techniques in Multimodal
Large Language Models (MLLM) paves the way
for future research to explore the general behavior
of audio and other modalities such as vision. The
next stage of this study is to investigate the unified

methodology to accelerate both audio and vision
modalities simultaneously in Audio-Visual LLMs
(e.g., video-SALMONN (Sun et al., 2024a)), which
enable more efficient inference for long video un-
derstanding.
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