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Abstract

In intelligent assistants that perform both chat-
ting and tasks through dialogue, like Siri and
Alexa, users often make ambiguous utterances
such as “I’m hungry” or “I have a headache,”
which can be interpreted as either chat or task
intents. Naively determining these intents can
lead to mismatched responses, spoiling the user
experience. Therefore, it is desirable to de-
termine the ambiguity of user utterances. We
created a dataset from an actual intelligent as-
sistant via crowdsourcing and analyzed ten-
dencies of ambiguous utterances. Using this
labeled data of chat, task, and ambiguous in-
tents, we developed a supervised intent classifi-
cation model. To detect ambiguous utterances
robustly, we propose feeding sentence embed-
dings developed from microblogs and search
logs with a self-attention mechanism. Exper-
iments showed that our model outperformed
two baselines, including a strong LLM-based
one. We will release the dataset.1

1 Introduction

With the rise of AI-powered devices, intelligent
assistants such as Siri and Alexa have gained popu-
larity. These assistants interact with users in ways
that allow them to search for information, operate
devices, and even engage in human-like conversa-
tions (chat).

When responding to a user request, intelligent
assistants must recognize its intent and trigger ap-
propriate modules to fulfill the request. In recent
years, while various methods have been utilized to
determine intent, there are still challenges in han-
dling ambiguous intents (Figure 1). For example,
the utterance “Tokyo station” can be taken as either
a route search for a train or a map search (both
of which belong to task-oriented utterances), and
“I’m hungry” can be taken as a casual conversation

1https://research.lycorp.co.jp/en/softwaredata

My stomach upset 
today (chat intent) I check nearby 

hospitals (task intent)

😡

Did you eat too much 
yesterday? Need a hospital?

Ambiguity 
detection

☺

User Intelligent 
assistant

Figure 1: A dialogue with ambiguous intents. The ex-
ample above results in a poor user experience because
the system definitively estimates the intent of the utter-
ances.

starter (non-task-oriented) or as a request for restau-
rant information (task-oriented). Such ambiguity
of intent is particularly noticeable in intelligent as-
sistants, where task-oriented and non-task-oriented
utterances are mixed, and most utterances are short
due to the characteristics of devices.

To address these challenges, researchers have
made efforts to generate responses that help clarify
the intent (Kiesel et al., 2018; Aliannejadi et al.,
2019; Zamani et al., 2020). However, it is cru-
cial first to identify which utterances require such
clarification since generating clarification for every
utterance is unrealistic. Furthermore, these efforts
focused on task-oriented dialogue systems, and it
remains unclear which types of utterances would
exhibit ambiguous intents in intelligent assistants,
which encompass a combination of task-oriented
and non-task-oriented interactions.

Considering these, we set up the task of identify-
ing utterances with ambiguous intents in intelligent
assistants. To analyze and detect such ambiguity,
we collected pairs of user utterances and system
responses from the dialogue logs of a commercial
intelligent assistant and labeled them using crowd-
sourcing. We referred to an existing dataset of
intelligent assistants (Akasaki and Kaji, 2017) and
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assigned three labels: ‘chat,’ ‘task,’ and ‘ambigu-
ous.’ This allows us to simplify the problem and
flexibly consider the later process of the system.
Using the dataset, we conducted an analysis to
identify trends in the types of utterances that lead
to ambiguous intents.

We developed the BERT-based classifier using
the constructed dataset. To classify noisy utter-
ances robustly, we fed sentence embeddings de-
rived from large-scale search query logs and mi-
croblog logs corresponding to task intent and chat
intent, respectively, into the model. We weighted
those embeddings using a self-attention mechanism
to consider which embedding is effective for the
target utterance.

In the experiments, our method outperformed
other classification models, including the resource-
powerful LLM-based model, and accurately de-
tected ambiguous utterances.

2 Related work

2.1 Domain and Intent Determination

Domain and intent determination of utterances
in dialogue systems is the subject of many stud-
ies (Kim et al., 2016; Chen et al., 2019; Gangad-
haraiah and Narayanaswamy, 2019; Louvan and
Magnini, 2020). Some studies determined ambigu-
ous utterances by setting a threshold on the con-
fidence of the system’s domain/intent prediction.
However, in multi-domain systems or intelligent
assistants, it is difficult to define individual thresh-
olds because they must be adjusted each time the
number of domains/intents changes.

Some efforts focused on ambiguous utterances
and determined them using supervised learn-
ing (Kim et al., 2021; Alfieri et al., 2022; Qian
et al., 2022; Tanaka et al., 2023). However, those
are limited to task-oriented systems and are difficult
to apply to intelligent assistants. Kim et al. (2021)
automatically collect ambiguous utterances by ex-
ploiting a user satisfaction metric (Kiseleva et al.,
2016b,a). Specifically, they regard utterances with
unsatisfactory system responses as ambiguous and
collect such utterances by exploiting subsequent
feedback utterances (e.g., “Thank you,” “That’s
wrong”). However, in actual settings, users often
output feedback utterances without meaning. This
makes it challenging to collect clean training data.

Akasaki and Kaji (2017) constructed a dataset
of user utterances collected from an intelligent
assistant and classified them into either non-task-

oriented (chat) or task-oriented (task) intents. How-
ever, their definitive labeling approach makes it
challenging to handle utterances with ambiguous
intents.

We address these problems by introducing an
additional label to the classifier that signifies the
ambiguity of the intent in the utterance. Addition-
ally, we use the method of Kim et al. (2021) as a
baseline to clarify the difficulties associated with
the collection of such data.

2.2 Generating Clarification Question
There are efforts to generate clarifying ques-
tions for ambiguous utterances in dialogue sys-
tems (Kiesel et al., 2018; Aliannejadi et al., 2019;
Zamani et al., 2020; Dhole, 2020). Although gen-
erating and outputting clarifying questions can re-
solve the ambiguity of intent, most studies focus
only on the generation aspect while overlooking
the critical consideration of when and to which
utterances the clarification should be applied. To
address this problem, Aliannejadi et al. (2021) con-
structed the dataset suitable for determining when
a clarifying question should be asked given the cur-
rent context of the conversation. Although they tar-
geted open-domain dialogues, their focus was only
on information-seeking dialogues used in search
engines and did not include chit-chat. It is thus
difficult to apply their approach to intelligent assis-
tants.

Based on the situations, we determine the
ambiguity of utterances in intelligent assistants,
which encompasses both task-oriented and non-
task-oriented interactions, for the later clarification
of intents.

2.3 Intelligent Assistants
Previous studies on intelligent assistants (Kiseleva
et al., 2016b,a; Sano et al., 2016, 2017) mainly in-
vestigated user behaviors, including the prediction
of user satisfaction, user engagement, and refor-
mulation. For example, Jiang et al. (2015) investi-
gated predicting the level of user satisfaction with
the responses of the system. Hashimoto and Sas-
sano (2018) detected absurd conversations of in-
telligent assistant by detecting feedback utterances
that show users’ favorable (e.g., “great”) and un-
favorable (e.g., “what?”) evaluations of system
responses.

We focus on ambiguous utterances that tend to
be common in intelligent assistants and try to detect
them for postprocessing.
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3 Detecting Ambiguous Utterances in
Intelligent Assistants

This section describes the intelligent assistant han-
dled in this paper and the task settings.

3.1 Intelligent Assistant
Examples of intelligent assistants include Apple’s
Siri and Amazon’s Alexa. These systems use voice
or text to interact with users and carry out the user’s
requests (Tulshan and Dhage, 2019). Although
there are differences among systems, they have
the typical functions of multi-domain task-oriented
dialogue systems, such as web-based information
retrieval (e.g., weather forecast and traffic infor-
mation) and terminal operation (e.g., phone call
and open application), as well as the capability of
open-domain non-task-oriented dialogue systems,
i.e., human-like chatting. Therefore, responding to
a broader range of requirements is necessary than
the traditional dialogue systems (Kiseleva et al.,
2016b). We use Yahoo! Voice Assist2, a commer-
cial Japanese intelligent assistant, to collect logs of
dialogues.

3.2 Task Settings
We set up the task with reference to the existing
domain and intent determination tasks. Existing
efforts (§ 2.1) typically classify which domain an
utterance belongs to or which intent is within the
domain in task-oriented dialogue systems. How-
ever, since intelligent assistants are hybrids of
multi-domain task-oriented and open-domain non-
task-oriented dialogue systems, handling both ut-
terances is necessary. In addition, typical dialogue
systems commonly involve the classification of de-
tailed domains or intents. However, as domains
are not static but expand over time, organizing and
updating training data is costly.

Considering these points, Akasaki and Kaji
(2017) set up the task of determining whether a
user utterance is a ‘task’ (task-oriented intent) or
a ‘chat’ (non-task-oriented intent) in intelligent as-
sistants. This allows us to mitigate the impact of
changes in specifications such as domain and, if
necessary, to perform a detailed categorization for
each result. We follow this setting and design the
problem as a multi-class classification problem,
adding the label ‘ambiguous’ to indicate the intent
of the utterance is uncertain or challenging to de-
termine. This simplifies the problem setting and

2https://v-assist.yahoo.co.jp/

allows the system to respond accordingly if a given
utterance is detected as ‘ambiguous’ by asking clar-
ifying questions (§ 2.2). For example, for the case
of the utterance “My neck hurts,” by detecting it as
‘ambiguous,’ the system would say, “You must be
in a lot of pain. Can I help you find a hospital?”
or something like that to avoid spoiling the user
experience.

We define the ambiguous utterances handled in
this study as follows:

Ambiguous utterances. Utterances for which the
intention cannot be uniquely determined.

Note that there are two types of ambiguous ut-
terances: those that are ambiguous as to which
specific task intent they belong to (e.g., “Univer-
sity of Tokyo” (a map search or a web search)), and
those that are ambiguous between a task intent and
a chat intent (e.g., “I have a headache” (a nearby
hospital search or a self-disclosure of chat)). Even
in the case of the former, the detailed intent cannot
be uniquely determined. We thus collectively treat
them as ambiguous labels.

4 Dataset

This section details the dataset construction and our
analysis of the ambiguous utterances.

4.1 Construction Procedure
From dialogues between users and the system be-
tween 2014 and 2022 on Yahoo! Voice Assist,3

we randomly collected 20,000 Japanese conver-
sations (u0, r−1, u−1, r−2, u−2) consisting of the
previous system responses r−1, r−2 and the user
utterances u−1, u−2 for the target user utterance
u0 that appeared more than 10 times. At this time,
the number of identical utterances u0 is limited to
a maximum of 5. Here, we ensured privacy by
removing utterances that contained personal infor-
mation and finally got 17,794 conversations.

We presented the collected conversations to
workers of Yahoo! Crowdsourcing (see Appendix
A).4 First, we showed a webpage explaining the
intelligent assistant’s functions, then asked workers
to “Select the intent of u0 in the displayed con-
versation from labels: chat, task, or ambiguous.”
We also provided examples of labeled conversa-
tions. To ensure the dataset’s quality, we adopt the
following policies:

3We cannot disclose the detailed statistics of the original
log data since it is confidential.

4https://crowdsourcing.yahoo.co.jp/
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Label Utterance
Chat Sing please.

What is your hobby?
Let’s play word chain game.
Do you like dogs?

Task Show me a picture of cats.
How high Mt. Fuji?
A barber near here.
Wake me up at 9:00.

Ambiguous I’m sleepy.
Akihabara station.
Yahoo!’s
My neck hurts.

Table 1: Example user utterances (translated)

Label #Examples #Letters #Tokens
Chat 5,123 7.61 4.20
Task 6,177 7.72 3.85

Ambig. 6,494 5.47 2.78
Total 17,794 - -

Table 2: Dataset statistics. #Letters and #Tokens are
average values.

1. Engaged only exemplary workers, selected
based on their past task history provided by
the service.

2. Incorporated a validation question for each
task, easily answerable if workers had re-
viewed the instructions and examples. We
accepted results only if the validation ques-
tion was answered correctly.

3. Mitigated label inconsistency by assigning 10
workers to each conversation. We obtained
an inter-rater agreement of 0.612 by Fleiss’s
Kappa, indicating substantial agreement.

We assigned the label that received the majority
of votes to each conversation. In cases where no
label received more than 5 votes, indicating a split
decision, we assigned the ‘ambiguous’ label, as
the lack of consensus among workers suggested
ambiguity. Table 1 shows examples of utterances
in the dataset. The utterances with the ‘ambiguous’
label can be interpreted as either task or chat intent,
or any of several intents within the task.

4.2 Analysis of Ambiguous Utterances
Table 2 shows the dataset statistics. The label ‘am-
biguous’ has the highest number, indicating that
many utterances are ambiguous from a human per-
spective. The average number of letters and tokens
5 is relatively smaller than other dialogue systems,

5We use MeCab (https://taku910.github.io/
mecab/) (ver. 0.996) with ipadic as a tokenizer.

reflecting the nature of the intelligent assistant,
which is mainly voice input for daily use. We see
that ambiguous utterances are shorter than others.
The omission of letters or words easily obscures
intention, and the short utterances are also difficult
to understand in terms of intent.

To confirm the trend of ambiguous intents in
detail, we categorized utterances into seven types
based on existing studies of intent classification
(Meguro et al., 2014; Akasaki and Kaji, 2017) and
manually classified u0 of 1,000 randomly sampled
conversations. Table 3 shows the results, reveal-
ing a prevalence of speech recognition and noun-
related errors. Speech recognition errors included
typical misrecognitions, inaccuracies related to
kana-kanji conversion, and word omissions, lead-
ing to meaningless or confusing intents. Many
nouns and phrases were difficult to parse for mean-
ing; for example, “Meeting space” can refer to
both route search and information search. Re-
quests, commands, and questions were generally
used for information retrieval or terminal operation
but could be interpreted differently. For instance,
“Want to go home” might indicate a desire for a chat
or route search. Disclosure of information, often
used in chatting, could also imply task requests.
For example, “I’m unwell” might mean searching
for a hospital or just be an icebreaker. Interest-
ing examples like “(^o^)” show ambiguity in user
satisfaction or emoticon use. These findings under-
score the need for disambiguating intents specific
to intelligent assistants.

Note that some conversations appear to suddenly
shift topics with no contextual context. This is
unique to intelligent assistants, a mixture of task
and non-task-oriented dialogue systems and indi-
cates that contextual information is less useless
for determining intent compared to other dialogue
systems.

5 Detection Method

Here, we describe our detection method. We use
BERT (Devlin et al., 2019) as a base classifier
BERT (·) and perform fine-tuning on the devel-
oped corpus to conduct multi-class classification.
However, since the utterances of intelligent assis-
tants are often short and noisy, it is difficult to
classify them accurately.

To address this problem, Akasaki and Kaji
(2017) improved the accuracy of an intent clas-
sification model by feeding the likelihood of the
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Label # Ex. Example of conversation (u0: r−1: u−1: ) (translated)
Speech
Recognition

341 u0:Today’s Tokyo’s r−1:Currently, this word is becoming a hot topic... u−1:The latest topic.
u0:Sin. r−1:I sing with all my might. Den-den mushi and katatsumuri... u−1:Sing.

Noun 319 u0:Pokka Lemon r−1:It seems that the specified app is not installed. u−1:Open Mobage
u0:Meeting space r−1:I, it’s troubling to be suddenly told that. u−1:Hug.

Question 110 u0:Maybe it will rain today. r−1:I hope I have air-conditioning. u−1:It’s hot today.
u0:Do you want to eat something? r−1:It’s 11:09. u−1:What time is it now?

Self-
disclosure

82 u0:I’m unwell. r−1:You can see the progress here. u−1:Show me.
u0:Something is wrong with my eyes. r−1:You’re welcome. u−1:No problem.

Command
/ Request 104 u0:I want to go home. r−1:Let’s continue the conversation. u−1:What should we talk about?

u0:I want to take a nap. r−1:I am a Voice Assistant. u−1:Tell me your name.

Correction 16 u0:17:05 r−1:Did you sleep well? The weather in Tokyo is cloudy... u−1:What time is it now?
u0:The conversation isn’t continuing. r−1:Of course. u−1:What are you thinking?

Other 28 u0:Heeheehee... r−1:I search about ending Puzzle & Dragons. u−1:End ‘Puzzle & Dragons.’
u0:(^o^) r−1:With Yahoo! Loco, you can search for various shops and... u−1:Prison School.

Table 3: Example of ambiguous utterances. Due to space limitations, we show the conversation up to one turn
preceding u0. One of the seven categories was assigned to each conversation.

tokyo stationraining very hard!
♡

SimCSEquerySimCSEpost Training

Search 
query logs

X logs

Training

<CLS> u0 <SEP> r-1…<SEP> u-2

Self-attention
Softmax

BERT SimCSEpost SimCSEquery
weather forecastIʼm tired of work…

♡

Figure 2: Overview of our detection method: we obtain the sentence embedding of utterance u0 from two models
and apply self-attention to them along with the BERT outputs.

utterance calculated using language models trained
on search query logs corresponding to task intents
and X logs corresponding to chat intents. We adopt
a similar idea and feed features derived from the
language models into the BERT model for classi-
fication. Here, we use a vector representation of
utterances rather than the scalar likelihoods since
the latter are less informative. Also, they input the
features directly into the model, whereas we input
them through a self-attention mechanism (Devlin
et al., 2019) that considers the relatedness of the
vector representations.

We show the overview of the proposed method in
Figure 2. Specifically, we first pretrain two BERT
models using search query logs and X logs, respec-
tively. From these models, we build sentence em-
bedding models SimCSEquery and SimCSEpost

using unsupervised SimCSE (Gao et al., 2021),
which has contributed to improving the accuracy
in various NLP tasks in the past.

At the detection phase, we apply the self-
attention mechanism to SimCSE(u0)query,
SimCSE(u0)post and the output of
BERT ((u0, r−1, u−1, r−2, u−2)) as:

αij =
exp(σ(Wxxij + bx))∑
j exp(σ(Wxxij + bx))

(1)

xij = tanh(Weei +Weej + be) (2)

éi =
∑

j

αijej (3)

o = [éi; ...; éN ] (4)

This method first obtains the similarity xij between
ei and ej , where each e represents a BERT em-
bedding and sentence embedding. We use additive
attention that consists of a feed-forward network to
calculate those alignment scores. We then compute
the importance weight αij using the softmax func-
tion. The resulting éi are concatenated and used as
output o. This output is input to the following soft-
max layer for 3-label classification. This captures
the relationships and importance of each embed-
ding to utterance u0 and enables robust detection
of utterances with ambiguous intents while consid-
ering the task-specific and chat-specific nature of
intelligent assistants.

6 Experiments

In this section, we build several intent classifiers
and investigate their performances.

6.1 Comparison Methods

AllAmbiguous: Outputs an ‘ambiguous’ label for
all the utterances.
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Threshold: A method that judges ambiguity based
on a threshold of the system. Using the dataset
constructed by Akasaki and Kaji (2017), which
classifies whether the utterance is a chat or a task
intent, we fine-tune BERT to perform binary clas-
sification. At the test time, for the label with the
largest softmax score, we output an ‘ambiguous’
label when its score is below the threshold, which
was determined using the development data.
Feedback: The method used by Kim et al. (2021)
collects ambiguous utterances based on user feed-
back. Specifically, when a user provides nega-
tive feedback utterance u1 (e.g., “what?”, “It’s
wrong”) to the system’s response r0, it assumes
that the intent of the preceding user utterance
u0 is ambiguous. We identify negative feed-
back utterances using Hashimoto and Sassano
(2018)’s method and label the preceding dialogues
(u0, r−1, u−1, r−2, u−2) as ‘ambiguous,’ while la-
beling the remaining dialogues as ‘non-ambiguous.’
We then fine-tune BERT for binary classification
using the collected data.
GPT-4o: Recent advances in various NLP tasks
have shown success with LLMs. We use GPT-4o
(ver. 202405) for few-shot classification, providing
prompts and labeled examples (see Appendix B) to
classify utterances.
SVM: We train support vector machine
(SVM) (Cortes and Vapnik, 1995) using the
dataset for multi-class classification. We employ
tf-idf calculated from the training data as features.
We vectorize the utterance u0, vectorize and then
average the remaining (r−1, u−1, r−2, u−2), and
concatenate them.
BERT: We fine-tune BERT using the dataset for
multi-class classification. Each utterance and re-
sponse of (u0, r−1, u−1, r−2, u−2) is concatenated
by [SEP ] tags and input to the BERT encoder. To
investigate the impact of model size, we conduct
experiments using both the base and large models.
Proposed: We fine-tune BERT with the proposed
methods (§ 5) using the dataset.

6.2 Settings
The BERT models for classification were pre-
trained using the default settings of bert-base-
cased and bert-large-cased respectively on 18 mil-
lion Japanese Wikipedia sentences from February
2021.6 We finetuned the BERT models using hy-

6Note that bert-large-cased is only used in BERT for the
large model.

Parameter Value
Epoch 10
Sentence length 128
Batch size 16
Dropout rate 0.1
Learning rate 2e-5
Weight decay rate 0.01
Dimensions of sentence embedding 768
Number of head for self-attention 8
Optimizer AdamW
Tokenizer SentencePiece

Table 4: Hyperparameters of the BERT models.

perparameters in Table 4, and used the model with
the highest F1-score in the development data. For
Threshold, we use 15,600 conversations derived
from Akasaki and Kaji (2017). For Feedback, we
applied the method to the data of Yahoo! Voice
Assist and sampled 100,000 conversations. For
SVM, we perform L2-regularized linear SVM and
the C parameter is tuned using the development
data. We used 10-fold cross-validation to tune and
evaluate the models. We implemented the models
using Python3 and Tensorflow2.

For sentence embeddings, we used 50 million
top-frequent Japanese web search7 queries from
July 2021 to July 2022 and 50 million randomly
sampled Japanese tweets8 from the same period
to pretrain BERT models with the settings of bert-
base-cased. Using each model, we finally trained 1
epoch of unsupervised SimCSE with recommended
parameters.

6.3 Results
Table 5 shows the overall result of classification.
While the performance of baseline methods that
do not utilize the constructed dataset is poor, the
performance of SVM, BERT and Proposed is bet-
ter, demonstrating the necessity of labeled data.
There is no significant performance difference be-
tween SVM and BERT, suggesting that due to the
short and noisy nature of the utterances, there is a
limit to performance improvement, whether using
simple text features or employing large-scale mod-
els. We see that Proposed achieved the highest
performance. This indicates that utilizing external
knowledge of X and search query logs with the

7We use Yahoo! JAPAN (https://www.yahoo.co.jp/)
as the search engine. Due to the confidential nature of the
data, we cannot disclose detailed statistics, but the number of
unique search queries amounts to approximately 8.1 billion
annually.

8We use the complete set of tweet data provided under
a contract with X Corp. Due to the terms of the contract,
detailed statistics are confidential.
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Acc. Prec. Rec. F1

AllAmbiguous 36.52 12.17 33.33 17.83
Threshold 69.38 68.53 70.58 68.09
GPT-4o 68.61 68.28 69.62 68.21
SVM 76.52 76.50 77.06 76.72
BERT (base) 77.53 77.32 78.27 77.48
BERT (large) 77.64 77.49 78.49 77.63
Proposed 79.10 79.12 79.72 79.31

Table 5: Overall performances. Proposed outper-
forms all comparisons significantly (measured by the
Wilcoxon rank-sum test with p-value < 0.05). We ex-
cluded Feedback because the model only outputs either
‘ambiguous’ or not.

self-attention mechanism is effective for the intent
detection task in intelligent assistants.

Table 6 shows the F1-scores for each label.
SVM, BERT and Proposed outperformed the
other methods, indicating that they can learn the
tendency of utterances, including ambiguous in-
tents, by utilizing the constructed dataset. Even
when Threshold achieved a moderate performance
in Table 5, its F1-score of the ‘ambiguous’ label
was notably low. We observed that it could hardly
output the ‘ambiguous’ label, indicating the dif-
ficulty of making ambiguity judgments based on
the threshold. Although Feedback learned from
the data derived from negative feedback utterances,
its F1-score of the ‘ambiguous’ label was still low,
indicating that the collected training data actually
contained a lot of noise. Despite being a larger
model than other models, GPT-4o exhibits lower
performances. This might be because LLMs find
it difficult to understand the concept of ambiguity.
It also indicates the need to use knowledge outside
the dialogue, as in the Proposed, to complement
the clues. Among the models using labeled data,
SVM shows the lowest performance due to insuf-
ficient expressiveness. Interestingly, despite the
difference in model sizes, there is no significant
performance difference between the base and large
model of BERT. This can be attributed to the short
length of the target utterances, which may prevent
the large model from fully leveraging its capabili-
ties. Proposed outperformed SVM and BERT in
all labels, but particularly the gain in the ‘ambigu-
ous’ label was high, exceeding 3%. This indicates
that the introduced sentence embeddings and self-
attention mechanism effectively detect ambiguous
utterances. Overall, these findings demonstrate the
effectiveness of the annotated dataset and our pro-
posed method.

Chat Task Ambiguous
AllAmbiguous – – 53.50
Threshold 75.57 80.09 48.62
Feedback – – 40.69
GPT-4o 69.72 79.80 55.11
SVM 80.49 82.10 67.57
BERT (base) 80.33 83.73 68.39
BERT (large) 80.54 84.14 68.17
Proposed 82.26 84.19 71.53

Table 6: F1-scores by label for each method.

6.4 Qualitative Analysis
We checked the output of Proposed and confirmed
that it detected utterances with speech recognition
errors more accurately than other errors. Such ut-
terances are relatively easy to detect by capturing
features such as character omissions. Additionally,
Proposed could detect ambiguous utterances such
as “I want to go for a drink (Command / Request)”,
which could either be looking for a bar or just an
expression of desire, by considering the sentence
embeddings and self-attention mechanism.

We found many errors in detecting utterances
corresponding to the ‘noun’ label in Table 3. They
are usually short utterances with only one noun
(phrase) and are challenging to handle even with
a large-scale model. For example, “Shinagawa
(place name)” is likely to be an ambiguous task
request for searching train routes, maps, or web
information, while “Lexus (car name)” is likely to
be unambiguous because the only applicable task
request is web search. To distinguish such exam-
ples, it is necessary to incorporate detailed external
knowledge about nouns, for example, recognizing
that “Lexus” is a car brand, or implement a process
that outputs a clarification question whenever the
utterance is a single noun.

7 Summary

We focused on detecting ambiguous utterances
in intelligent assistants. Using crowdsourcing,
we labeled real log data and analyzed trends in
the dataset. To robustly detect ambiguous utter-
ances, we proposed using sentence embeddings
from external resources with a self-attention mech-
anism. Experiments showed the effectiveness of
our dataset and method.

We plan to integrate our method along with a
module of clarification questions into the actual
system. This improves user experience and allows
us to gather feedback from users. We will release
the dataset to facilitate future studies.
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8 Ethics Statement

To maximize the privacy of the users from whom
the dataset was derived, we limited the user utter-
ances included in the collected conversations to
those that appeared at least 10 times in the logs.
In addition, we carefully checked whether these
utterances contained personal information such as
person names, addresses, and telephone numbers
and removed conversations containing such utter-
ances.
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A Crowdsourcing

We used Yahoo! Crowdsourcing to annotate conver-
sations (§ 4.1). This is a Japanese crowdsourcing
service with over 3 million users. The service has a
unique list of excellent workers compiled from the
users’ past task histories. By utilizing this list, it is
possible to allow only superior workers to partici-
pate in tasks in advance. We utilized this service to
pay the superior workers a reward of 15 yen ($0.1)
for every set of 10 conversation annotations.

B Settings of GPT-4o

Here, we describe the settings of GPT-4o used in
the paper. We use GPT4-o on 1 June 2024; the tem-
perature is set to 0. The following prompt is used
for classification (§ 6). For few-shot classification,
we give 10 examples of training data.

*We provide a dialogue of an
intelligent assistant, and we
would like you to assign a
specific label to them.

*We provide the conversations
chronologically, where ‘U’
denotes the user’s utterance
and ‘R’ denotes the system’s
response.

*Read the conversation and
determine which of the following
labels it belongs to.

*Labels:

• Chat: The user wants to
do casual conversation with
the assistant, such as “Good
morning,” “Sing,” “I like
you,” and “Let’s chat”

• Task: The user intends to
search for information or
perform device operations,
such as “Yahoo stock price,”
“Today’s economic news,” “Dog
videos,” “Open LINE,” and
“Alarm”

• Ambiguous: The intent
is ambiguous due to
various reasons like speech
recognition error and can
fit into either Chat or Task,
such as “Tokyo station,” “I
have a stomach ache,” and
“Today’s Tokkyo”

*U0: [UTTERANCE]

*R1: [RESPONSE]

*U1: [UTTERANCE]

*R2: [RESPONSE]

*U2: [UTTERANCE]

*Label: [LABEL]
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