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Abstract
This study explores the consistency of person-
ality traits in quantized large language mod-
els (LLMs) for edge device role-playing sce-
narios. Using the Big Five personality traits
model, we evaluate how stable assigned per-
sonalities are for Quantized Role-Playing Di-
alog Agents (QRPDA) during multi-turn in-
teractions. We evaluate multiple LLMs with
various quantization levels, combining binary
indexing of personality traits, explicit self-
assessments, and linguistic analysis of narra-
tives. We propose a non-parametric method
called Think2 to address personality inconsis-
tency. Our multi-faceted evaluation framework
demonstrates Think2’s effectiveness in main-
taining consistent personality traits for QRPDA.
Moreover, we offer insights to help select the
optimal model for QRPDA, improving its sta-
bility and reliability in real-world applications.

1 Introduction

Role-Playing Dialogue Agents (RPDA) are large
language models (LLMs) equipped with assigned
personas. These personas can represent various
groups, such as teachers, famous characters, histor-
ical figures, or individualized personas constructed
from specific user profiles and personality traits.
Describing the behaviors of dialogue agents in
terms of role-play allows us to escape the trap of an-
thropomorphism and provides a conceptual frame-
work to investigate LLM’s behaviours (Shanahan
et al., 2023; Kovač et al., 2023). RPDA has re-
cently gained attention in both academic (Chen
et al., 2024; Jiang et al., 2023b; Tseng et al., 2024)
and industry settings (Hello History; Character AI;
Replika), while its applications range from emo-
tional companions (Huang et al., 2023), interactive
video games (Yan et al., 2023), and personalized
assistants to digital clones (Li et al., 2023; Wang
et al., 2023b).
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Understanding the consistency of personality
traits in RPDA’s applications is crucial for pre-
dictable and coherent user interactions, establishing
trust and satisfaction. It is also crucial for respon-
sible AI development as it helps minimize the risk
of unintended consequences resulting from unpre-
dictable responses due to personality inconsistency.
On the other hand, given the increasing privacy con-
cerns associated with chatbots, locally deployed
RPDAs have become more attractive. These agents
operate directly on users’ devices, minimizing data
transmission and enhancing privacy. Due to re-
source constraints on edge devices, optimization
approaches like quantization are necessary when
deploying models on the edge. While several re-
cent studies (Huang et al., 2024; Wang et al., 2023a;
Frisch and Giulianelli, 2024; Wang et al., 2023b)
have examined the personalities of LLMs, none
have specifically investigated the impact of quanti-
zation on the behavior of locally deployed RPDA.

This study investigates the consistency of RPDA
personality constructed from locally deployed
quantized versions of LLMs, i.e., QRPDA. By fo-
cusing on quantized models, we aim to ensure effi-
cient performance while maintaining the integrity
of the assigned personas. This addresses both per-
formance and privacy concerns in the deployment
of dialogue agents. More specifically, we want to
address the following research questions (RQ):

• RQ1: How does the quantization of LLMs im-
pact the personality consistency of QRPDAs?

• RQ2: What strategies can improve the person-
ality consistency of QRPDAs?

• RQ3: What is the optimal model size, type,
and quantization combination for locally de-
ployed QRPDA?

We have designed and conducted experiments
using various LLMs at different quantization lev-
els to address these RQs. They involve rounds of
interactions among QRPDAs with different person-
alities. We are the first to provide insights into
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Figure 1: Proposed methodology to explore the personality consistency of quantized LLM chatbot

the impact of quantization on the personality of lo-
cally deployed RPDAs. Our experiments indicate
that quantization decreases personality consistency,
posing challenges for models to maintain their as-
signed traits during interactions. To address the
personality shift, we propose a non-parametric ap-
proach called Think2 that shows promising results
in stabilizing personality traits to ensure efficient
performance and consistent behavior in quantized
dialogue agents throughout interactions.

2 Related Work

Personality Metric: One popular framework
for assessing personality traits is the Big Five
model (Fiske, 1949), which includes Openness,
Conscientiousness, Extraversion, Agreeableness,
and Neuroticism (often called OCEAN). Various
assessment tools are available to measure these
traits, with the Big Five Inventory (BFI) being
one example (Fossati et al., 2011). BFI is a self-
report scale comprising 44 items, rated on a five-
point Likert scale from 1 (strongly disagree) to 5
(strongly agree). When it comes to LLMs’ psy-
chological assessment, they are either asked to
self-report (Frisch and Giulianelli, 2024), or the
process is facilitated for them through multiple
choice questions (Jiang et al., 2023b) or an inter-
view process (Wang et al., 2023a). A more com-
prehensive assessment is provided through Psy-
choBench (Huang et al., 2024). Moving from per-
sonality trait assignment to character assignment re-
quires more detailed assessments, such as language
evaluations, lexical consistency, and dialogue accu-
racy (Wang et al., 2023b, 2024).

Personality Assessment of RPDA: Personal-

ity assessments of LLMs have been conducted ei-
ther in default settings (Pellert et al., 2023; Huang
et al., 2024) or in the RPDA setting. The person-
ality or, in general, persona assignment has been
mainly through prompting (Wang et al., 2023b;
Jiang et al., 2024; Wang et al., 2023a) and in-
context leaning (Mao et al., 2024). Parametric-
based approaches have also been tried to induce cer-
tain personality types in LLMs (Mao et al., 2024).
More focus has been on the personality assessment
of LLMs for close-commercial LLMs or larger
open-source models (Petrov et al., 2024; Jiang
et al., 2024), and there have been limited studies
on smaller open-source models (La Cava et al.,
2024). Moreover, there is limited research investi-
gating LLMs’ behavior during interactions. Frisch
et al. explored LLM behavior through collabo-
rative storytelling, but their study was limited in
scope, examining only two personas and a single
round of interaction (Frisch and Giulianelli, 2024).
Noh et al. investigated interactions within the con-
text of gaming agents, providing valuable insights
but not specifically focusing on general interac-
tions (Noh and Chang, 2024). Previous research
by Ma et al. has highlighted the inconsistency of
assigned personalities during interactions, under-
scoring the need for more comprehensive studies
on maintaining personality consistency in locally
deployed QRPDA (Ma et al., 2023).

3 Methodology

We have designed a series of experiments, as shown
in Fig. 1, to explore the impact of model quantiza-
tion on on-device deployed QRPDA. These experi-
ments aim to systematically assess the consistency
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of personality traits in quantized models compared
to their 16-bit floating point (FP16) counterparts.
We can observe how the quantized models main-
tain or alter their predefined personalities during
interactions. This helps us evaluate the stability and
reliability of personality traits in QRPDA within
conversational contexts.

3.1 Quantized On-device LLMs
We selected four quantized on-device LLMs for
evaluation: LLaMA3 8B Instruct (Touvron et al.,
2023), Mistral 7B Instruct v0.3 (Jiang et al., 2023a),
Gemma 7B Instruct v1.1, and Gemma2 9B In-
struct (Team et al., 2024). We focused on mod-
els around 7B parameters, as they are particularly
suitable for on-device applications, especially for
edge devices constrained by memory and compu-
tation resources. These models were examined
under different quantization levels, including FP16,
Q8_0, and Q4_0, using the GGUF quantization
method from the well-adopted framework ggml
(Georgi Gerganov), where Q8_0/Q4_0 refers to 8/4-
bit round-to-nearest quantization. While 7B LLMs
take around 14GB GPU memory to be deployed,
the Q8_0/Q4_0 could reduce the requirement to
1/2 and 1/4. This selection allows us to comprehen-
sively analyze the impact of quantization on per-
sonality consistency while ensuring compatibility
with the limitations of edge devices. By comparing
performance across these settings, we aim to iden-
tify trends and draw conclusions about the stability
and reliability of RPDA personalities in quantized,
on-device deployments.

3.2 Building RPDA
To build RPDA, we assign personality traits to
LLMS through a prompt-based approach. We ad-
here to the Big Five personality model, which con-
sists of five personality dimensions (OCEAN), each
representing a spectrum. We assign specific pos-
itive or negative traits to the LLM during the ini-
tialization phase by embedding these characteris-
tics into the system prompt. While previous stud-
ies (Frisch and Giulianelli, 2024) have primarily
focused on the analytical (all negative traits) vs.
creative personality (all positive traits) pair, our
methodology expands the experiment to encom-
pass all 32 (25) possible binary personality combi-
nations.

To represent the initialized personality, we pick
five binary indices, such as 00000 representing
extremely analytical and 11111 representing ex-

Algorithm 1 Personality Initialization – system
prompt

Define BigFiveTraits = {Openness, Conscien-
tiousness, Extraversion, Agreeableness, Neuroti-
cism}
Define PersonalityIndices = {00000, 00001,
00010, ..., 11111}
Define TraitDict =
{
"Extraversion": ["introverted", "extroverted"],
"Agreeableness": ["antagonistic", "agreeable"],
"Conscientiousness": ["unconscientious", "con-
scientious"],
"Neuroticism": ["emotionally stable", "neu-
rotic"],
"Openness": ["closed to experience", "open to
experience"]
}
Initialize PersonalityProfile← {}
for each PersonalityIndex in PersonalityIndices
do

Initialize prompt P ← [""] * 5
for i = 0 to 4 do

if PersonalityIndex[i] == 1 then
P [i]← TraitDict[BigFiveTraits[i]][1]

else
P [i]← TraitDict[BigFiveTraits[i]][0]

end if
end for
Add P to PersonalityProfile
Return "You are a character with a personal-
ity of " + PersonalityProfile

end for

tremely creative, corresponding to different combi-
nations of the Big Five traits. This binary encoding
allows for clear and distinct personality profiles.
The pseudo code of the initialization process is
illustrated in Algorithm 1.

To better observe personality shifts, we orga-
nized these 32 personalities into 16 pairs, each
with opposite personality traits. This pairing facil-
itates a more nuanced observation of personality
shifts, as we can directly compare and contrast the
changes in opposite personality types over multiple
interaction rounds. Following the assignment of
the personalities, the LLMs are prompted to com-
plete the BFI self-assessment. Upon completing the
self-assessment, the collected responses are used
to calculate the Big Five scores, reflecting the five
OCEAN dimensions. Additionally, the LLMs are
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� �
Baseline: Please share a personal story in {
num_words} words. Do not explicitly mention
your personality traits in the story.

Think2: Please share a personal story in {
num_words} words. Do not explicitly mention
your personality traits in the story. Before
writing the story, think twice what is your
personality.� �

Narrative Task Prompt� �
RPDA1: {Narrative Task}. Last response to
question is {Chat_History[RPDA 2][-1]}.
Collaborate to solve {Narrative Task}.

RPDA2: {Narrative Task}. Last response to
question is {Chat_History[RPDA 1][-1]}.
Collaborate to solve {Narrative Task}.� �

Interaction Prompt for RPDAs

Table 1: Prompt - Narrative Task and Interaction be-
tween RPDAs.

asked to narrate a personal story, which requires
them to articulate experiences or scenarios with-
out explicitly mentioning the assigned personality
traits, allowing us to analyze implicit personality
expression. The combination of self-assessment
OCEAN scores and narrative analysis (refer to Sec-
tion 3.4) offers a comprehensive understanding of
how well the personalities are maintained and ex-
pressed by the RPDAs.

3.3 Multi-turn Interactions

In this phase, the RPDA pair engages in iterative
conversations to simulate natural, multi-turn in-
teractions. During each turn, the two RPDAs ex-
change the personal stories generated in the pre-
vious turn. This exchange allows each RPDA to
access the narrative and chat history of the other
party, providing context and continuity to the in-
teraction. With this shared knowledge, the RPDAs
are tasked with collaboratively writing a new per-
sonal story of the same length. The prompt of the
narrative task and the interaction prompt are given
in Table 1. This process is repeated across multiple
turns, allowing us to observe how the LLMs incor-
porate information from previous interactions and
how their personalities evolve or remain consistent
over time.

In each turn, we also ask the RPDA to repeat
the self-assessment using the BFI questionnaire.
The RPDA is given a self-eval prompt to obtain the

� �
Here are 44 characteristic questions, each
starts with a statement index inside a
bracket. For each question, you must output a
matching score between 1 to 5 to indicate
whether you agree or disagree with that
statement without any further explanation.
Output 44 matching scores as a Python
dictionary, the keys are the statement
indexes without bracket which start at a and
end at ar. Only output the dictionary. No
explanation is allowed in the output.

For the matching score, output 1 for disagree
strongly, output 2 for disagree a little,
output 3 for neither agree nor disagree,
output 4 for agree a little, and output 5 for
agree strongly.� �

Table 2: Prompt - Self-evaluation of OCEAN scores.
The questions are not shown.

OCEAN scores as shown in Table 2. By comparing
these scores across multiple turns, we can quanti-
tatively track changes and consistency in their per-
sonality traits, offering valuable insights into the
impact of ongoing interactions and model quanti-
zation on personality stability.

3.4 Linguistic Feature of Narratives

After N rounds of interactions, we collect a com-
prehensive dataset consisting of N + 1 (including
initial stage) OCEAN scores and corresponding
narratives. We convert these narratives into lin-
guistic features to conduct an implicit personality
analysis. Our approach employs both the Linguistic
Inquiry and Word Count (LIWC) (Pennebaker et al.,
2015) and embedding (EMBD) methods. LIWC
is a well-established tool that analyzes text by cat-
egorizing words into psychologically meaningful
groups, providing insights into the writer’s emo-
tional, cognitive, and structural components. It
uses a hand-picked word list to interpret the psy-
chological state and personality traits reflected in
the language. However, LIWC requires relatively
long samples and relies on a predefined word list
that may not adapt well to evolving language usage.

To address these limitations, we also utilize the
EMBD approach, which involves using pre-trained
language models that convert text into numeri-
cal vectors and capture semantic meanings more
flexibly and accurately. Specifically, we adopt
the nomic-embed-text-v1 model (Nussbaum et al.,
2024) with a long context length of 8192 with the
Sentence Transformer framework (Reimers and
Gurevych, 2019). This approach offers several ad-
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(a) (b) (c)

Figure 2: OCEAN scores of pair 00000-11111 from Gemma2 9B Instruct at quantization level Q8_0, (a) Baseline
method at turn 0, (b) Baseline method at turn 20, (c) The proposed Think2 strategy at turn 20.

vantages over LIWC, including effectiveness with
shorter text samples and the ability to leverage
extensive datasets for training, thus adapting to
changes in language over time.

3.5 Think2: Reinforcing Personality Traits
As a baseline approach, we let the RPDAs oper-
ate without additional prompts or reflective steps,
relying solely on their initial personality assign-
ments, which assumes the predefined personality
traits will be maintained throughout the dialogue.
However, as interactions progress, the personality
traits tend to drift based on our observation, leading
to inconsistencies. This happens because, without
reinforcement, the RPDAs may gradually deviate
from their initial personalities due to the influence
of various contextual factors and evolving conver-
sation dynamics.

To maintain personality consistency during
multi-turn interactions, we propose an in-context
learning approach called Think2. It involves
prompting the RPDAs to reflect on their assigned
personalities twice before outputting the narrative.
By incorporating this reflective step, Think2 en-
sures that the LLM subtly reinforces its person-
ality traits without explicitly repeating them and
enhances the stability of personality expression
throughout extended interactions. Our approach
offers a general solution that can be applied to any
quantized LLMs with minimal cost and effort. By
not relying on specific parametric forms, we ensure
that our approach is adaptable and easily integrated
into different systems, enhancing the reliability and
applicability of our findings in QRPDA.

4 Experimental Results

In our experiments, the Ollama framework (Ol-
lama) was adopted to deploy the selected LLMs.
We selected four models as candidates: LLaMA3

8B Instruct, Mistral 7B Instruct v0.3, Gemma 7B
Instruct v1.1, and Gemma2 9B Instruct. These
models were evaluated under three target quantiza-
tion levels: FP16, Q8_0, and Q4_0. To thoroughly
examine personality consistency, we used 16 pairs
of opposite personalities. For each pair, we con-
ducted 20 turns of interactions and repeat each
experiment for 15 times.

Our analysis proceeded in three stages. First,
we examine the OCEAN scores to identify any no-
table trends or shifts in personality traits across
the 20 turns. Next, we conduct regression analysis
on the linguistic features extracted from the nar-
ratives to explore how these features reflected the
RPDAs’ personalities. Finally, we perform a cor-
relation analysis between the OCEAN scores and
the linguistic features. This multi-faceted analysis
framework enables us to thoroughly investigate the
impact of model quantization and the effectiveness
of the proposed Think2 approach in maintaining
personality consistency in on-device QRPDAs.

4.1 OCEAN Score Visualization

Radar plots are generated for each pair of oppo-
site personalities for the OCEAN score analysis.
Each radar plot represents the five dimensions of
the OCEAN score, illustrating the error bands. For
each pair, we plotted the OCEAN scores at initial-
ization (turn 0) and after 20 turns of interaction,
comparing the results from the baseline method
and the Think2 approach. The OCEAN scores
from Gemma2 9B Instruct model at quantization
level Q8_0 are shown in Fig. 2. With the base-
line method, after 20 rounds of interactions, the
OCEAN scores of the RPDA pair with opposite
personalities tend to merge (Fig. 2(c)). In contrast,
the Think2 method maintains stable and distinct
personality traits, highlighting its effectiveness in
preserving personality consistency in quantized
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(a) Gemma2 9B Instruct at Q4_0, Baseline method (b) Gemma2 9B Instruct at Q4_0, Think2 method

Figure 3: Cross validation accuracy of linguistic features from Gemma2 9B Instruct at Q4_0, (a) Baseline method,
(b) Think2 method

models over extended interactions. The results
from other models at different quantization levels
are included in Appendix A.

4.2 Regression Analysis on Linguistic Feature

In Fig. 3, a comparative analysis of cross-validation
results between the baseline and the Think2 ap-
proaches is presented for the Gemma2 9B Instruct
model at the Q4_0 quantization level. Refer to
Appendix B for plots from other models and dif-
ferent quantization levels. We employed LIWC
and EMBD features and linear regression in the
regression analysis on linguistic features. The base-
line method plot in Fig. 3(a) shows a noticeable
decline in cross-validation accuracy as the number
of interactions increases. This decline indicates
that the personality consistency of the LLM de-
teriorates over time with the baseline method, as
the linguistic features become less separable be-
tween personalities. In contrast, the Think2 method
demonstrates a significantly higher cross-validation
accuracy across all interaction turns ( Fig. 3(b)).
This stability suggests that Think2 effectively main-
tains the LLM’s personality consistency over mul-
tiple interactions w.r.t. the linguistic features.

Moreover, at turn 0, the linguistic features from
both methods exhibit high cross-validation accu-
racy, indicating that they are easily separable. This
high initial accuracy underscores the robustness
of the initialization process. The EMBD features
perform better than the handcrafted LIWC features
at turn 0. The EMBD method, which leverages
pre-trained models and extensive datasets, captures
semantic meanings more flexibly and accurately.
This adaptability makes EMBD a more effective
tool for linguistic feature extraction, especially in
shorter text samples and evolving language usage.

4.3 Correlation Analysis

The Pearson correlation analysis between the initial
OCEAN scores and the EMBD linguistic features
of the narratives is illustrated in Fig. 4 at all three
quantization levels for both Gemma2 9B Instruct
and LLaMA3 8B Instruct models. The correlation
plots of other models at various quantization levels
are given in Appendix C. The correlation across
the 16 pairs is calculated by first concatenating all
the OCEAN scores and linguistic features from the
pairs to form a global dataset. The Pearson corre-
lation between the initial OCEAN scores and the
linguistic features is computed. For each dimen-
sion of OCEAN, positive and negative correlations
are summed separately. The absolute values of pos-
itive and negative correlations are then calculated
and added to obtain the final global correlation.
The calculation of global correlation G is given
below:

G = Norm(

5∑

j=1

∣∣∣∣
Cov(Oj , L)

σOjσL

∣∣∣∣) (1)

where the Oj represents the initial OCEAN scores
for dimension j, L represents the linguistic fea-
tures, Cov(Oj , L) is the covariance between the
OCEAN scores for dimension j and the linguistic
features, σOj and σL are the standard deviations of
the OCEAN scores for dimension j and the linguis-
tic features, respectively. The Min-Max normaliza-
tion will be applied to the results to get the global
correlation. This approach captures the absolute
strength of relationships, regardless of direction,
reflecting our interest in absolute correlation.

Fig. 4(a) shows the Gemma2 9B Instruct cor-
relation results. There is a significant drop in cor-
relation across all quantization levels when using
the baseline approach. This decline highlights a
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(a) Gemma2 9B Instruct (b) LLaMA3 8B Instruct

Figure 4: Global correlation plot at different quantization levels with Baseline and Think2 methods, (a) from
Gemma2 9B Instruct, (b) from LLaMA3 8B Instruct

deterioration in the alignment between the RPDA’s
initial personality traits and linguistic outputs over
time. However, the proposed Think2 method miti-
gates this drop effectively, maintaining a relatively
higher and more stable correlation across interac-
tions. This indicates that Think2 helps preserve
the relationship between the RPDA’s self-reported
personality and linguistic expressions, thus main-
taining personality consistency more robustly than
the baseline. Refer to Appendix C for more results.

For the LLaMA3 8B Instruct model (Fig. 4(b)),
the baseline method also shows a significant de-
cline in correlation for FP16 and Q4_0 quantization
levels. Interestingly, the Q8_0 quantization level
does not exhibit such a pronounced decline, sug-
gesting some inherent stability at this level. The
Think2 method compensates for the correlation
drop significantly, bringing the correlation value
back to around 1.0 for FP16 and Q8_0. This sug-
gests that Think2 is particularly effective for the
LLaMA3 8B Instruct model in maintaining high
personality consistency, especially at the FP16 and
Q8_0 quantization levels.

The experimental results demonstrate that the
quantization of LLMs leads to a degradation in the
personality consistency of QRPDAs. As the mod-
els undergo quantization, their ability to maintain
consistent personality traits diminishes, particularly
at higher quantization levels. However, Think2 mit-
igates this personality shift, preserving higher accu-
racy and stability throughout interactions. At Q4_0
quantization, Gemma2 with Think2 is the optimal
choice, while at Q8_0 quantization, LLaMA3 with
Think2 appears to be the best option. This suggests
that Think2 is a robust approach for enhancing the
personality stability of quantized LLMs, making
them suitable for on-device applications with con-

strained resources.

4.4 Discussions

The findings from this study highlight several key
insights into the impact of quantization on the per-
sonality consistency of LLMs deployed as RPDA.
First and foremost, our results demonstrate that
quantization of LLMs invariably leads to a degra-
dation in personality consistency. This degradation
is particularly pronounced at higher quantization
levels, where the models struggle to maintain stable
personality traits across extended interactions. Per-
formance at the Q8_0 quantization level generally
performs well, suggesting it as a viable option for
balancing efficiency and personality consistency.
However, the performance of Q8_0 varies across
different LLMs, likely due to differences in their
training, fine-tuning processes, and datasets used.
These variations underscore the necessity of tai-
loring quantization strategies to specific models to
achieve optimal results.

5 Conclusions

For the RPDA created from quantized LLMs, our
experiments discovered that personality consis-
tency decreases at higher quantization levels. We
proposed a non-parametric method named Think2,
which effectively mitigates this issue, maintaining
stability across interactions. Specifically, Gemma2
with Think2 in Q4_0 and LLaMA3 with Think2
in Q8_0 emerge as optimal choices for preserving
personality traits. Our multi-faceted analysis frame-
work demonstrates Think2’s potential to improve
QRPDA reliability for on-device deployments with
critical resource constraints.
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6 Limitations

Our methodology is limited to the Big Five In-
ventory (BFI) for personality assessment, a select
group of LLMs, and specific quantization levels.
These constraints shape the scope of our investiga-
tion and the applicability of our findings. Several
important aspects remain unexplored and will be
addressed in future work. These include investi-
gating additional personality models, exploring a
wider range of LLMs, including smaller models
and sub-billion parameter models, and examining
various quantization techniques beyond those cur-
rently studied. Additionally, we plan to extend our
research to other languages and diverse interaction
scenarios to enhance the robustness and generaliz-
ability of our findings.

Personality Assessment: We acknowledge that
our study focused solely on the Big Five person-
ality trait measure. Expanding this to include
other personality models, such as the HEXACO
or the Myers-Briggs Type Indicator, could provide
a more comprehensive understanding of person-
ality consistency in RPDA. Meanwhile, introduc-
ing another evaluation framework, such as Psy-
choBench (Huang et al., 2024), could provide a
more comprehensive understanding of personality
consistency in RPDA.

Small LLMs: We also recognize the need
to investigate smaller models, even sub-billion
parameter models, which remain largely unex-
plored, such as Phi-3 (Abdin et al., 2024), Qwen2
(Bai et al., 2023), OpenELM (Mehta et al., 2024),
etc. These smaller models could offer valuable in-
sights for resource-constrained applications, such
as deployment on edge devices with limited mem-
ory and computational power.

Multi-modal LLMs: Multi-modal LLMs,
which integrate various input types, such as text,
images, and audio, could offer enhanced capabil-
ities for dialogue agents, allowing them to under-
stand and respond to a wider range of user interac-
tions. Multi-modal LLMs can provide more contex-
tually rich and accurate responses, improving user
engagement and satisfaction. By leveraging multi-
ple modalities, these advanced models can better
interpret complex scenarios and provide more nu-
anced and comprehensive support across diverse
applications. Investigating multi-modal LLMs will
help us understand their potential to further en-
hance the performance and versatility of dialogue
agents.

Quantization methods: Additionally, our ex-
periments were limited to GGUF quantization
methods at Q8_0 and Q4_0 levels, and further re-
search should explore the effects of other quan-
tization techniques and levels, such as AWQ
(Lin et al., 2024), GPTQ (Frantar et al., 2022), etc.

Other languages: Our experiments were con-
ducted exclusively in English. Extending this re-
search to other languages will help determine the
generalizability of our findings across different lin-
guistic contexts and ensure that RPDA can maintain
personality consistency in multilingual settings.

Diverse interaction: Finally, incorporating di-
verse interaction scenarios and user demographics
could further validate the robustness of our findings.
By addressing these areas, future research can build
on our work to develop more reliable, efficient, and
universally applicable RPDA, enhancing user ex-
perience and ensuring the responsible development
of AI technologies.
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A OCEAN Score Visualization

The radar plot of the OCEAN score from a single
experiment does not capture the overall trend of per-
sonality shifts and stabilization. Therefore, more
selected figures are provided here to illustrate key
findings more effectively. Each figure in Figures 5
to 11 contains 3 radar plots. The left plot shows
the self-assessed OCEAN scores of the QRPDAs
at the beginning of the interactions. The middle
plot shows the OCEAN scores after 20 rounds of
interaction, and the right plot shows them using the
Think2 strategy. The middle plots show wider error
bars and the movement of the radar plots towards
each other in comparison to the left plots. This be-
havior indicates that personality self-assessments
are skewed towards the opposite personality type.
The tighter error bars and more stable radar plots
on the right demonstrate the benefits of the pro-
posed Think2 method in maintaining consistency
in personality during interactions.

B Regression Analysis on Linguistic
Feature

In the main part, only one setting of the box plot
is provided for the cross-validation accuracy of lin-
guistic features. More selected figures are provided
here from Figure 12 to Figure 23 to illustrate key
findings more effectively. The baseline method plot
in all these figures shows a noticeable decline in
cross-validation accuracy as the number of inter-
actions increases. In contrast, the Think2 method
demonstrates a significantly higher cross-validation
accuracy across all interaction turns. The additional
figures suggest that the Think2 approach effectively
maintains the LLM’s personality consistency over
multiple interactions.

C Correlation of OCEAN Score and
Linguistic Feature

The main manuscript gives only the correlation
analysis results from Gemma2-9B-Instruct and
LLaMA3-8B-Instruct. Figure 24 presents the
global correlation plots for various quantization
levels using Baseline and Think2 methods across
four different models: (a) Gemma2 9B Instruct, (b)
LLaMA3 8B Instruct, (c) Mistral 7B Instruct v0.3,
and (d) Gemma 7B Instruct v1.1.

We could observe that the correlation signifi-
cantly declines during interactions in all cases, in-
dicating a deterioration in the alignment between
the RPDA’s initial personality traits and linguistic

outputs over time. For the Gemma2 9B Instruct
model, there is a noticeable drop in correlation
across all quantization levels when using the base-
line approach. However, the Think2 method ef-
fectively mitigates this drop, maintaining a rela-
tively higher and more stable correlation across in-
teractions. Similarly, for the LLaMA3 8B Instruct
model, the Think2 method significantly compen-
sates for the correlation drop, particularly at the
FP16 and Q8 quantization levels, maintaining high
personality consistency.

The Mistral 7B Instruct v0.3 model also demon-
strates the drop in global correlation after the initial
turn for all methods. The Think2 method offers
some improvements over the baseline but not as
much as observed in the Gemma2 and LLaMA3
models. Similarly, the Gemma 7B Instruct v1.1
model (Fig. 24(d)) performs poorly in both base-
line and Think2. The global correlation remains
low across interactions, indicating a need for fur-
ther exploration in prompt optimization or paramet-
ric approaches to enhance performance.
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Figure 5: OCEAN scores of pair 00000-11111 from Gemma2 9B Instruct at quantization level Q8_0, (a) Baseline
method at turn 0, (b) Baseline method at turn 20, (c) Think2 method at turn 20

Figure 6: OCEAN scores of pair 00011-11100 from Gemma2 9B Instruct at quantization level Q4_0, (a) Baseline
method at turn 0, (b) Baseline method at turn 20, (c) Think2 method at turn 20

Figure 7: OCEAN scores of pair 01000-10111 from Gemma2 9B Instruct at quantization level Q4_0, (a) Baseline
method at turn 0, (b) Baseline method at turn 20, (c) Think2 method at turn 20

Figure 8: OCEAN scores of pair 01010-10101 from Gemma2 9B Instruct at quantization level Q8_0, (a) Baseline
method at turn 0, (b) Baseline method at turn 20, (c) Think2 method at turn 20
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Figure 9: OCEAN scores of pair 01110-10001 from Gemma2 9B Instruct at quantization level Q8_0, (a) Baseline
method at turn 0, (b) Baseline method at turn 20, (c) Think2 method at turn 20

Figure 10: OCEAN scores of pair 00000-11111 from LLaMA3 8B Instruct at quantization level Q8_0, (a) Baseline
method at turn 0, (b) Baseline method at turn 20, (c) Think2 method at turn 20

Figure 11: OCEAN scores of pair 00011-11100 from LLaMA3 8B Instruct at quantization level Q8_0, (a) Baseline
method at turn 0, (b) Baseline method at turn 20, (c) Think2 method at turn 20

(a) (b)

Figure 12: Cross validation accuracy of linguistic features from Gemma2 9B Instruct at float16, (a) Baseline method,
(b) Think2 method
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(a) (b)

Figure 13: Cross validation accuracy of linguistic features from Gemma2 9B Instruct at Q8_0, (a) Baseline method,
(b) Think2 method

(a) (b)

Figure 14: Cross validation accuracy of linguistic features from Gemma2 9B Instruct at Q4_0, (a) Baseline method,
(b) Think2 method

(a) (b)

Figure 15: Cross validation accuracy of linguistic features from LLaMA3 8B Instruct at float16, (a) Baseline method,
(b) Think2 method
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(a) (b)

Figure 16: Cross validation accuracy of linguistic features from LLaMA3 8B Instruct at Q8_0, (a) Baseline method,
(b) Think2 method

(a) (b)

Figure 17: Cross validation accuracy of linguistic features from LLaMA3 8B Instruct at Q4_0, (a) Baseline method,
(b) Think2 method

(a) (b)

Figure 18: Cross validation accuracy of linguistic features from Mistral 7B Instruct v0.3 at float16, (a) Baseline
method, (b) Think2 method
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(a) (b)

Figure 19: Cross validation accuracy of linguistic features from Mistral 7B Instruct v0.3 at Q8_0, (a) Baseline
method, (b) Think2 method

(a) (b)

Figure 20: Cross validation accuracy of linguistic features from Mistral 7B Instruct v0.3 at Q4_0, (a) Baseline
method, (b) Think2 method

(a) (b)

Figure 21: Cross validation accuracy of linguistic features from Gemma 7B Instruct v1.1 at float16, (a) Baseline
method, (b) Think2 method
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(a) (b)

Figure 22: Cross validation accuracy of linguistic features from Gemma 7B Instruct v1.1 at Q8_0, (a) Baseline
method, (b) Think2 method

(a) (b)

Figure 23: Cross validation accuracy of linguistic features from Gemma 7B Instruct v1.1 at Q4_0, (a) Baseline
method, (b) Think2 method

(a) Gemma2 9B Instruct (b) LLaMA3 8B Instruct

(c) Mistral 7B Instruct v0.3 (d) Gemma 7B Instruct v1.1

Figure 24: Global correlation plot at different quantization levels with Baseline and Think2 methods from (a)
Gemma2 9B Instruct, (b) LLaMA3 8B Instruct, (c) Mistral 7B Instruct v0.3, (d) Gemma 7B Instruct v1.1
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