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Abstract

Functional safety is a critical aspect of auto-
motive engineering, encompassing all phases
of a vehicle’s lifecycle, including design, de-
velopment, production, operation, and decom-
missioning. This domain involves highly
knowledge-intensive tasks. This paper intro-
duces Aegis: An Advanced LLM-Based Multi-
Agent for Intelligent Functional Safety Engi-
neering. Aegis is specifically designed to sup-
port complex functional safety tasks within
the automotive sector. It is tailored to per-
form Hazard Analysis and Risk Assessment
(HARA), document Functional Safety Require-
ments (FSR), and plan test cases for Auto-
matic Emergency Braking (AEB) systems. The
most advanced version, Aegis-Max, leverages
Retrieval-Augmented Generation (RAG) and
reflective mechanisms to enhance its capabil-
ity in managing complex, knowledge-intensive
tasks. Additionally, targeted prompt refinement
by professional functional safety practitioners
can significantly optimize Aegis’s performance
in the functional safety domain. This paper
demonstrates the potential of Aegis to improve
the efficiency and effectiveness of functional
safety processes in automotive engineering.

1 Introduction

The functional safety requirements cover all activ-
ities throughout the vehicle’s lifecycle, including
design, development, production, operation, and
decommissioning (International Organization for
Standardization, 2011). According to ISO 26262,
functional safety activities for on-road vehicles,
compliant with regulations and project experience,
are organized according to the V-model, covering
all critical activities from the concept phase to the
decommissioning phase, as illustrated in Figure 1.

Implementing functional safety requires thor-
ough knowledge of standards like ISO 26262 and
IEC 61508, covering safety requirements from anal-
ysis to maintenance, and necessitates professional

Figure 1: The V-Model of Functional Safety Activities
and Roles

expertise (Nouri and Warmuth, 2021). High-level
systems thinking, statistical skills, and deep domain
knowledge are essential for identifying hazards and
analyzing risks using techniques like Fault Tree
Analysis (FTA) and Failure Mode and Effects Anal-
ysis (FMEA) (Cristea and Constantinescu, 2017).
Defining safety requirements and designing effec-
tive safety mechanisms involve interdisciplinary
knowledge in hardware design, software develop-
ment, and safety engineering. Achieving Safety
Integrity Level (SIL) requires rigorous verification
and validation through extensive testing, includ-
ing functional verification, software and hardware
testing, system integration testing, and validation
of Safety of the Intended Functionality (SoV) and
Safety of the Intended Use (SoC) (International
Organization for Standardization, 2011). Config-
uration management and change control are cru-
cial for maintaining system safety throughout the
product lifecycle, involving tracking and assessing
changes to prevent new risks (International Orga-
nization for Standardization, 2011). Continuous
learning and knowledge updates are essential due
to evolving automotive E/E systems and advance-
ments in autonomous driving algorithms (Martin
et al., 2016; Chen et al., 2024). These characteris-
tics fully demonstrate that functional safety activi-
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ties are knowledge-intensive work which refers to
tasks that require significant cognitive effort and
specialized expertise to complete.

Large Language Models (LLMs) are highly ap-
propriate for addressing knowledge-intensive tasks
owing to their robust capabilities in knowledge
acquisition, storage, and application (AlKhamissi
et al., 2022). LLMs have already been used in
HARA analysis (Nouri et al., 2024). However,
LLMs can sometimes generate inaccurate informa-
tion, especially when dealing with domain-specific
or complex issues (Kandpal et al., 2023). For in-
stance, if an LLM is provided with a functional
requirement for Automatic Emergency Braking
(AEB) and tasked with conducting a Hazard Anal-
ysis and Risk Assessment (HARA) in accordance
with UL4600, it may not produce an accurate re-
sponse if it has not been trained on the UL4600
regulations.

To address such situations, Retrieval-Augmented
Generation (RAG) can incorporate external knowl-
edge from databases to solve these domain-specific,
knowledge-intensive tasks (Lewis et al., 2020). Ad-
ditionally, training and fine-tuning LLMs to locate
and modify specific knowledge stored within the
models can also address information gaps or in-
accuracies (De Cao et al., 2021; Yao et al., 2023;
Mitchell et al., 2022).

Considering that pre-training large models is
a resource-intensive process with high costs, and
that fine-tuning still demands substantial compu-
tational resources—with costs varying according
to task complexity, data volume, and model size
(Liu et al., 2023)—we propose using RAG to ex-
tend LLM knowledge in the specific domain of
functional safety. RAG allows for low-cost integra-
tion of new domain knowledge by incorporating
both the internal and external functional safety reg-
ulations, automotive E/E system requirements, pa-
pers verification and validation processes, and other
expert knowledge into external databases (Vector
Database and File System).

By employing retrieval, generation, and augmen-
tation techniques, RAG supports the entire func-
tional safety lifecycle. This approach not only en-
hances the LLM’s capabilities in functional safety
but also ensures that the system remains up-to-date
with the latest domain-specific information.

LLMs have the distinct capability of assuming
different roles when given specific identity prompts,
thereby simulating the social division of labor in
the real world. LLM-based multi-agents enhance

task performance through social behaviors such
as collaboration and competition. These agents
can encourage divergent thinking, improve reason-
ing capabilities, and reduce hallucinations, making
them well-suited for handling complex knowledge
tasks.

In functional safety activities, as illustrated in
Figure 1, various roles such as Functional Safety
Manager, V&V Engineer, and others are involved.
These roles collaborate to accomplish complex
functional safety tasks that span different domains,
such as HARA analysis and functional safety vali-
dation. By establishing a multi-agent system where
each agent focuses on its specific tasks within the
functional safety lifecycle, they can collectively
achieve the overall functional safety goals through
coordinated efforts.

In this paper, we propose Aegis, an LLM-based
multi-agent system designed to support functional
safety activities. The system is specifically tailored
to carry out Hazard Analysis and Risk Assessment
(HARA), Functional Safety Requirements (FSR)
documentation, and test case planning tasks for
an Automatic Emergency Braking (AEB) system.
Additionally, it automatically creates associations
and mappings between Safety Goals (SG), FSR,
and test cases.

In comparison to existing tools like medini an-
alyze® and Vector Informatik, Aegis’s key in-
novation lies in its higher level of automation.
While current tools require significant manual in-
put, Aegis introduces a hierarchical multi-agent
framework and Retrieval-Augmented Generation
(RAG) to dynamically integrate external standards
(e.g., ISO 26262, VDA 702), providing real-time
compliance updates. This significantly enhances
both the automation and precision of complex func-
tional safety tasks.

We designed three versions of Aegis based on the
LLM QWEN-MAX which is is a trillion-parameter
large-scale language model from Alibaba (Alibaba,
2024):

1. Aegis-Lite: Comprising 2 agents: functional
safety manager and verification and validation
engineer.

2. Aegis-Pro: Comprising 3 agents: functional
safety manager, verification and validation en-
gineer and functional safety expert.

3. Aegis-Max: Comprising 3 agents, enhanced
with Retrieval-Augmented Generation (RAG),
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and incorporating reflection and critique
mechanisms.

We also introduced professional functional
safety practitioners to provide few-shot prompts
and conducted two rounds of targeted prompt re-
finement to guide the agents in performing higher-
quality functional safety activities.

To evaluate the task outcomes, we established
a set of assessment criteria derived from experi-
enced functional safety experts and regulations.
Both GPT-4o and seasoned functional safety ex-
perts scored and assessed the agents’ outputs mul-
tiple times.

The findings indicate that Aegis-pro, by adding
more agent roles compared to Aegis-Lite, increased
the accuracy of HARA analysis and FSR gener-
ation while reducing incorrect responses. With
improved prompts, the agents provided more ac-
curate answers to detailed queries. Furthermore,
the inclusion of RAG and reflection mechanisms
in Aegis-max enhanced the comprehensiveness of
HARA analysis and the coverage of generated test
cases.

2 Aegis Design

Aegis-Max aims to automate functional safety ac-
tivities for AEB requirements. Its primary func-
tions include performing functional safety HARA
analysis, developing FSRs, and writing test cases.
Aegis-Max integrates multiple roles and compo-
nents, including the Functional Safety Manager,
Functional Safety Expert, and Verification and
Validation (V&V) Engineer, each with specific
tasks and responsibilities. In Aegis, agents in-
dependently perform tasks like hazard analysis
or test case planning. Each agent operates au-
tonomously within its role and coordinates with
others to achieve common goals, ensuring flexibil-
ity and efficiency in handling complex functional
safety tasks.

Figure 2 shows the workflow of Aegis-max and
the description is below:

Input User provides the AEB requirement and
poses the question: "Please generate the functional
activities with the input requirement {REQUIRE-
MENT}."

The document is divided into smaller chunks
with a size of 2000 and an overlap of 10 to avoid
issues caused by exceeding the length limitation of
QWEN-MAX.

Aegis-Max Aegis-Max is a multi-agent system
representing a functional safety team.

Functional Safety Manager This role encom-
passes the combined tasks of the Functional Safety
Manager and Functional Safety Engineer as de-
fined in Figure 1. For prompt details regarding
role definitions, please refer to Appendix BB.1. In
smaller functional safety teams, it is common for
a single engineer to handle the responsibilities of
both roles. Additionally, to reduce communication
overhead between agents and improve efficiency
(Qian et al., 2023), we have assigned the duties of
both roles to the Functional Safety Manager within
Aegis-Max. We define that the Functional Safety
Manager needs to conduct safety definitions and
safety analyses, explicitly stating the need to refer
to the VDA 702 Standard in the knowledge base
for HARA analysis. In Section 3, Experiments
(Prompt) and Evaluation, the results are also de-
scribed, demonstrating that HARA Analysis yields
better outcomes through RAG.

Additionally, by strictly defining the output for-
mat of the Functional Safety Manager’s results after
performing safety analyses like HARA and FTA
through few-shot prompts, as detailed in Appendix
B.1, we improve the controllability and consistency
of the agent’s output (Ding et al., 2023).

Functional Safety Expert This role encom-
passes more extensive knowledge and insights re-
lated to functional safety, as detailed in Appendix
B.1. The role is defined as "more professional
than the functional safety manager." In this role, a
higher-level review process is also defined, allow-
ing the Expert to critique the Manager’s work from
a higher dimension and update the safety planning
content based on these critiques.

V&V Engineer We assigned the role of func-
tional safety verification and validation engineer
to the V&V Engineer. This role involves planning
tests based on the messages output by the Func-
tional Safety Expert, and producing consistent test
case tables according to specific formats. At this
stage, we did not provide detailed prompts for gen-
erating test cases, such as test case coverage. In-
stead, by assigning the role to the V&V Engineer,
the agent’s outputs are expected to align with the
role’s definition (Park et al., 2023).

Self-RAG A reflection RAG for Few-shot
prompts. It includes two main roles: Researcher
and Revisor. For each functional safety-related role,
after experienced functional safety engineers have
evaluated the results generated without the reflec-
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Figure 2: The workflow of Aegis-Max

tion process, we detailed the reflection and critique
process for each role based on their suggestions.
For example, when the V&V engineer conducts a
reflection, they need to consider the coverage of
the test cases. Detailed content can be found in
Appendix B.1.

Researcher (Few-shot Prompt) This node
functions as a RAG query mechanism, primarily
responsible for searching various documents within
the knowledge base, including regulatory texts, best
practice documents, and functional requirement
case studies. Its role is to update the outputs from
preceding role nodes while maintaining the orig-
inal output format. The knowledge base service
leverages Alibaba’s BAILIAN platform application
center. By constructing a knowledge repository on
BAILIAN, RAG queries are executed via API calls
using QWEN-MAX-based application APIs. The
construction and implementation details of RAG
itself fall outside the scope of Aegis’s discussion.

Revisor (Few-shot Prompt) Given that our ap-
plication scenarios and outputs are well-defined,
and we seek more in-depth and accurate responses
from Aegis regarding functional safety activities,
the Revisor node provides targeted prompts based
on the specific roles of the agents. This ensures task
clarity and accessibility, reducing the likelihood of
hallucinations in complex tasks and keeping the
results focused on the core responsibilities of each
actor (Khademi, 2023)

Evaluation and Reflection We evaluated the
outputs generated by Aegis, with GPT-4o and hu-
man functional safety engineers scoring and assess-
ing the Functional Safety Requirements (FSR) and

test cases.
Chat GPT-4o Detailed descriptions of auto-

mated evaluation tasks can be found in Chapter 3,
"Experiments and Evaluation." Automated evalu-
ations were conducted by GPT-4o using custom
evaluation templates designed by experienced func-
tional safety engineers. Additionally, to discuss
the impact of RAG and multi-role supervision on
knowledge-intensive and complex functional safety
tasks, we designed Aegis-Lite Figure 3 and Aegis-
Pro Figure 4 for comparative evaluation of the three
agent frameworks.

Functional Safety Manager Team An expe-
rienced team of functional safety managers also
scored and assessed the results. Additionally, they
provided new suggestions for prompts to improve
the accuracy of Aegis’s outputs.

Interaction Interaction in Aegis is entirely
goal-driven, not based on negotiation. Each agent
has a defined role, such as generating a HARA re-
port or refining outputs for test cases. Agents work
sequentially, sharing and updating outputs based
on feedback. This structured, goal-oriented interac-
tion improves accuracy through iterative feedback,
enabling efficient management of complex tasks
with minimal errors.

Figure 3: Aegis-Lite: Includes only FuSA_Manager and
V&V_Engineer, completing tasks through multi-agent
dialogue.
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Figure 4: Aegis-Pro: Adds a supervisory node,
FuSA_Expert, to complete functional safety activities
through mutual dialogue, but does not include RAG.

3 Experiments and Evaluation

To evaluate Aegis’s performance in executing com-
plex functional safety tasks, we tested and assessed
Aegis-Lite, Aegis-Pro, and Aegis-Max.

We conducted two types of evaluations: (1) Hu-
man evaluation, and (2) GPT-4o evaluation (Bran
et al., 2023). For vehicle functional safety, Aegis
provides 20 functional safety requirements and cor-
responding test cases for the vehicle each time it
runs, presenting a comprehensive final solution.
This solution is then compared with a single solu-
tion generated by the GPT-4o model. To ensure
fairness, the GPT-4o was also provided with the
relevant knowledge base documents and the same
prompts. See Appendix A.1 for details.

3.1 Evaluation Criteria

The evaluation criteria were formulated by sev-
eral professional automotive safety testing experts
with over five years of industry experience, based
on the "Functional Safety Review and Evaluation
Methods" published by the China National Stan-
dardization Management Committee(of People’s
Republic of China, 2023), ISO 26262(International
Organization for Standardization, 2011), and their
professional experience.

The evaluation criteria is attached in Appendix
D.

3.1.1 Experiment Process
We conducted experiments with different prompts
and agent frameworks, obtaining a total of seven
sets of functional safety requirements and test case
results, as shown in the Table1 below:

For detailed prompt content during the iteration
process, refer to Appendices B.1, B.2, and B.3.

The few-shot prompt is present in detail in Ap-
pendix A. The difference among the three versions
of the prompt is summarized below:

Initial Prompt The first version which can in-
duce the FuS_Manager and V&V Engineer can
export the FSR and test cases.

Second Version Refined based on the initial
version. Domain experts (Lewis et al., 2020) ad-
justed the wording and structure of the prompt and
directed the agent model to use knowledge base
tools to access the VDA 702 standard library, aim-
ing to improve the accuracy and consistency of
the generated content. Additionally, we employed
a few-shot approach (Nouri and Warmuth, 2021)
based on the initial prompt results to enhance con-
tent consistency.

Third Version Prompt Based on the sugges-
tions from the functional safety team, new prompts
have been added for FSR and test cases, and the
prompts for the reflection and critique nodes of the
FuSA_Manager, FuSA_Expert, and V&V Engineer
have been updated.

3.1.2 Evaluation Process
We invited a team of functional safety managers,
each with over five years of experience, to cross-
evaluate the functional safety requirements and test
cases generated by Aegis and GPT-4o. The iden-
tity of each solution was kept anonymous. Based
on their experience, they assessed the content of
the generated FSRs and test cases. The functional
safety team evaluated several (more than five) re-
sults from Aegis-Lite, Aegis-Pro, and Aegis-Max,
as well as one result from GPT-4o, and provided
an average score for each agent.

In addition, we let GPT-4o evaluate results from
Aegis-Lite/Pro/Max and the result from GPT-4o
with single solution. Specifically, we provided the
evaluation criteria to GPT-4o and asked it to score
the solutions based on the criteria in Appendix D.
The final score determined which answer was bet-
ter. Detailed evaluation prompts can be found in
Appendix A.2.

We randomly selected 20 samples of generated
content each time and had the GPT-4o evaluate and
score them on a 100-point scale.

3.2 Evaluations
3.2.1 Evaluations from GPT-4o
The evaluation scores of the FSR and test cases
generated by Aegis and GPT-4o are represented
in Figure 5. From these results, it can be seen
that when performing complex functional safety
tasks, the performance of Aegis_Lite, Aegi_Pro,
and Aegis_Max improves progressively, with
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Initial Prompt withScenario Description Second VersionPrompt Refinement Third Version Promptwith Revise Result Analysis Criteria
Aegis_Lite Aegis_Lite_v1 Aegis_Lite_v2 /
Aegis_Pro Aegis_Pro_v1 Aegis_Pro_v2 /
Aegis_Max Aegis_Max_v1 Aegis_Max_v2 Aegis_Max_v3

Table 1: Prompt Versions for Different Models

Aegis_Max outperforming GPT-4o in the evalu-
ations.

According to Figure 6, through targeted prompt
optimization, the language model can exhibit better
performance in specific domains.

Figure 5: The GPT4o-based evaluation for the func-
tional safety requirement and test cases content, gen-
erated by our different agent framework and GPT4o.
The chart on the left shows the scores for FSR, and the
chart on the right shows the scores for Test Cases. The
following Figure’s Layout is similar to this.

Figure 6: The performance of Aegis_Max with different
prompt for FSR and Test cases, evaluated by GPT4o.

3.2.2 Evaluations from Functional Safety
Manager Team

From Figure 7 and Figure 8, we can draw conclu-
sions similar to those in Section 3.2.1, "Evaluations
from GPT-4o." Aegis_Max achieves the best task
completion results, and by tailoring prompts for
specific tasks and outcomes, the agent can perform
even better. The detailed evaluations are introduced
in Appendix C.1.

3.3 Conclusion
In conclusion, Aegis_Max, through function-
calling and utilizing the reflective Self-RAG,
equips the agent with the capability to perform
complex tasks in the specific domain of functional
safety which is knowledge-intensive. Furthermore,

Figure 7: Human-based Evaluation for Generation of
the Functional Safety Requirement and Test cases from
various agent framework and GPT4o.

Figure 8: The Evaluation scores of generation of the
FSR and Test cases from Functional Safety Manager
Team-members.

in tasks such as HARA analysis, FSR generation,
and test case generation, Aegis_Max outperforms
GPT-4o in evaluations conducted by both GPT-4o
and human reviewers. Additionally, if more pre-
cise results are required for specific tasks within
a particular domain, incorporating domain experts
and conducting multiple rounds of targeted prompt
optimization can further enhance performance.

4 Future work

The MoA (Wang et al., 2024) framework has
demonstrated exceptional performance in complex
natural language understanding and generation
tasks by employing a layered architecture of collab-
orative agents. It optimizes the outputs of multiple
LLMs to produce high-quality responses. Inspired
by MoA, layered optimization utilizing multiple
LLMs may further enhance the response quality of
our multi-agent collaration system, which uses a
single model per generation process. Additionally,
to improve memory capabilities, MemoryBank’s
(Zhong et al., 2024) storage, retrieval, and updating
mechanisms could be integrated into our system for
dynamic memory updating and efficient retrieval.
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This would enable more precise safety responses
and personalized risk management. However, intro-
ducing these methods requires balancing additional
consumption, such as response time and storage
resources. We leave this for future research.

Currently, the system relies on expert-driven
prompt optimization. To reduce this dependency
and improve scalability, we are developing au-
tomated prompt generation using self-reflective
mechanisms. This will reduce the need for expert
intervention and make the system more adaptable
to large-scale applications, improving its perfor-
mance in various scenarios.

While Aegis currently focuses on functional
safety, its multi-agent architecture and RAG in-
tegration make it adaptable to other domains, such
as anticipated functional safety and information
security. The system can be applied to any prod-
uct involving safety activities, providing a flexible
framework for different safety engineering needs.
Future work will explore the system’s effectiveness
in these areas, expanding its applicability to other
industries.
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A Appendices
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Generated Content

B Appendices
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