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Abstract

Retrieval-augmented generation (RAG) has
emerged as a significant advancement in the
field of large language models (LL.Ms). By in-
tegrating up-to-date information not available
during their initial training, RAG greatly en-
hances the practical utility of LLMs in real-
world applications. However, even with RAG,
LLMs can still produce inaccurate outputs,
such as distorting or misinterpreting source
content, posing risks in high-trust scenarios.
To address these issues, we introduce a novel
approach called Hallucination Aware Tuning
(HAT). This method involves training halluci-
nation detection models that generate detec-
tion labels and provide detailed descriptions of
the detected hallucinations. Utilizing these de-
tection results—particularly the hallucination
descriptions—GPT-4 Turbo is employed to cor-
rect any detected hallucinations. The corrected
outputs, free of hallucinations, along with the
original versions, are used to create a prefer-
ence dataset for Direct Preference Optimiza-
tion (DPO) training. The fine-tuning through
DPO leads to LLMs that exhibit a reduced rate
of hallucinations and deliver improved answer
quality.

1 Introduction

Guided by the principle of scaling up model size
and training data (Kaplan et al., 2020; Hoffmann
et al., 2022), transformer-based Large Language
Models (LLMs) have achieved significant mile-
stones in various tasks. Despite these advance-
ments, LLMs continue to confront challenges, par-
ticularly with issues of hallucination (Kaddour
et al., 2023).

The introduction of the Retrieval Augmented
Generation (RAG) method has not only broadened
the applicability of LLMs (Lewis et al., 2021) but
has also shown effectiveness in mitigating halluci-
nations (Shuster et al., 2021). However, the per-
sistence of hallucination still restricts the advance-
ment of RAG systems (Saad-Falcon et al., 2024).

This issue is especially significant in RAG-based
applications that process real-time data and may
have substantial real-world impacts. Notably, there
have already been attempts to implement RAG tech-
nology in critical sectors, including finance (Zhang
et al., 2023) and healthcare (Lozano et al., 2023).

The hallucination problem is attracting increas-
ing attention from both academia and industry, lead-
ing to the development of two focused research
domains: Hallucination Detection and Hallucina-
tion Mitigation. Researchers have made notable
advancements in both fields (Manakul et al., 2023;
Chen et al., 2024; Niu et al., 2024). However, there
is a lack of research effectively integrating detec-
tion and mitigation models for the reduction of
hallucinations.

In this paper, we introduce RAG-HAT, a novel
Hallucination Aware Fine-Tuning pipeline de-
signed to effectively combine hallucination detec-
tion and mitigation. Utilizing a RAG output as in-
put, this pipeline features a detection model trained
to identify hallucinations and provide human-
readable descriptions of these occurrences. The
insights from the detection model are subsequently
employed to guide GPT-4 Turbo (OpenAl, 2024)
in revising the RAG output to remove any halluci-
nations.

Following this initial step, both the original and
revised RAG outputs are paired and used to train
the LLM being used in the RAG setup through
Direct Preference Optimization (DPO) (Rafailov
et al., 2023). This method markedly reduces the
rates of hallucination and enhances the quality of
the responses.

In this paper, our key contributions are:

1. We developed a detection model that identi-
fies hallucinations and provides detailed de-
scriptions, explaining information conflicts or
baselessness. This output guides GPT-4 Turbo
in rewriting content to remove hallucinations
effectively.
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2. We propose a hallucination-aware fine-tuning
method that does not require additional human
annotations and effectively reduces the rate of
hallucinations in RAG tasks while improving
the original quality of the model’s responses.

2 Related Work

2.1 Hallucination Detection

Recently, various methods have been proposed to
detect hallucinations in text generated by large lan-
guage models (LLMs). For instance, Manakul et al.
(2023) discussed one approach that involves mea-
suring the probabilities and entropy of an LLM’s
output tokens. When dealing with closed-source
LLMs where token probabilities are unavailable,
researchers can use an open-source LLM as a proxy
to obtain these probabilities.

Furthermore, some researchers have harnessed
the capabilities of LLMs themselves to detect
hallucinations. For example, Dhuliawala et al.
(2023) employed prompting engineering by break-
ing down the input question into sub-questions and
then posed them to the LLMs independently. The
consistency between the responses to these sub-
questions with the overall answer is analyzed to
identify the hallucinated content. Similarly, the
SelfCheckGPT (Manakul et al., 2023) identifies
hallucinations by sampling multiple responses from
an LLM to the same prompt and examining the con-
sistency among these generations.

One of the most recent studies (Ravi et al., 2024)
marks a significant advancement toward a unified
hallucination detection model. The authors col-
lected various QA datasets from multiple domains,
retrieving documents and artificially fabricating
hallucinated answers that are critical but minimally
different from the gold answers. They then trained
an LLM to detect these hallucinations. The model
is trained exclusively on QA scenarios and does
not encompass scenarios such as summarization or
generating answers based on structured data.

2.2 Hallucination Mitigation

Contrastive decoding has been found effective in
mitigating hallucinations when generating context-
based responses with LLMs, as discussed by Shi
et al. (2023). This method amplifies the differences
in the model’s output distribution with and without
context, encouraging the model to adhere strictly
to the provided context and thus mitigating halluci-
nation problems caused by neglect of the specified

context or background knowledge.

Additionally, Tian et al. (2023) evaluates the
factuality of open-ended text by measuring its con-
sistency with an external knowledge base or using
a large model’s confidence scores. This method is
used to automatically construct a pairwise chosen-
reject dataset for Direct Preference Optimization
(DPO) training. While Tian’s work aims to en-
able language models to produce more factual an-
swers, our research specifically focuses on enhanc-
ing LLM capabilities in RAG scenarios.

3 Dataset

RAGTruth (Niu et al., 2024) dataset is a substan-
tial, word-level hallucination evaluation resource
specifically tailored for the RAG scenario, encom-
passing several common tasks. We selected the
RAGTruth dataset for our experiments because it
is the largest available open-source dataset specif-
ically designed for the RAG task. We adopt this
dataset in both model training and system eval-
uation processes. The detailed statistic of the
RAGTruth dataset is demonstrated in Appendix,
Table 7.

Marco (Bajaj et al., 2018) is the Reading Compre-
hension Dataset consisting of real users’ queries
and web documents from Bing. We only used its
question and web document pairs to enlarge our
hallucination suppression training set.

WebGLM (Liu et al., 2023): The Web-enhanced
question-answering dataset, was used in our system
evaluation process.

XSum (Narayan et al., 2018): The BBC News Sum-
mary dataset, was used to extend our hallucination
suppression training set by adapting part of its news
articles.

4 Methodology

4.1 Hallucination Detection Model Training

In this section, we describe our approach to build-
ing a detection model that can identify hallucina-
tions and provide clear, readable descriptions of
these occurrences.

4.1.1 Training Data Construction With
Selective Sampling

The RAGTruth dataset provides the spans of text
identified as hallucinations but lacks detailed hal-
lucination descriptions. In this subsection, GPT-4
Turbo is used to generate the descriptions to sup-
port the detection model training.
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"review_stars": 5.0,
... According to their “review_date": "2021-12-17 02:46:28",
structured data, they offer a
variety of beers and a Honey
Avocado Ale that is popular

among customers ...

"review_text": "Beautiful views, great

beer, and family friendly. Highly
recommend the Honey

Avocado Ale ...

R Some might argue that the claim of the Honey
o O Avocado Ale being "popular among customers”
_ could be considered a hallucination since the
~ JSON data does not explicitly state its
A popularity ...

Figure 1: An Example of Defensive Advice: The LLM
made a minor extension partially based on the provided
references. Defensive advice highlights that the state-
ment is not well supported.

Detection with description can be seen as a task
of interpretable classification. We prompt GPT-4
with three main components:

* A binary label indicating whether a sentence
contains hallucinations.

* A detailed explanation identifying where and
why the hallucination occurs.

* Defensive advice that highlights sections of
text perceived by GPT-4 as potentially am-
biguous or indicative of minor hallucinations,
accompanied by suggestions for improve-
ment.

To clarify, an example of defensive advice is
provided in Figure 1. We included this section be-
cause distinguishing clearly between hallucinated
and non-hallucinated content is challenging. By in-
corporating defensive advice, LLMs can be guided
to minimize boundary cases, thereby reducing the
likelihood of hallucinations. As shown in Figure
1, the LLM made a minor extension based on the
provided structured data, concluding the Honey Av-
ocado Ale is popular among customers, based on
the words of a single reviewer. While this might
seem acceptable, it could be problematic and con-
sidered hallucinating under more stringent criteria.

Drawing inspiration from bootstrapping-style
training methodologies (Zelikman et al., 2022) and
rejection sampling utilized in the Llama2 devel-
opment (Touvron et al., 2023), we implement a
selective sampling strategy to ensure the quality
and correctness of the generated data. Specifically,
we assess the binary sentence label in the GPT-4
output. If the label is incorrect, we regenerate the

data. This process is repeated for a specified num-
ber of attempts until the correct label is produced
or we reach the attempt limit.

4.2 Two Stages Detection Model Training

Previous research has demonstrated that open-
source large language models (LLMs) in their cur-
rent form are not reliable for providing interpreta-
tions in hallucination detection tasks (Kamoi et al.,
2024), and further fine-tuning is necessary.

To address this issue, we implemented a two-
stage training strategy: In stage one, the model
was trained exclusively to output the prediction
label; In stage two, we adopted LoRA training to
enable the model to provide interpretations based
on the prediction label as input. The interpretations
generated include descriptions of hallucinations as
well as defensive advice.

During inference, the two models are employed
in a cascaded sequence.

4.3 DPO Training for Hallucination
Mitigation

We will outline the process of constructing the pair-
wise preference dataset, designed to train LLMs
using DPO to generate responses with reduced hal-
lucinatory content.

4.3.1 Answer Rewrite

In this section, we describe how we utilize GPT-
4 Turbo to revise the original responses, which
are then included in the DPO dataset as "chosen"
examples.

For original responses identified as containing
hallucinations, we collate the corresponding gener-
ated interpretations to guide GPT-4 Turbo in rewrit-
ing them to eliminate these hallucinations. For
responses deemed as being good, we prompt GPT-
4 Turbo with specific defensive advice and ensure
that rewriting is confined within the specific sen-
tence. This approach minimizes the risk of intro-
ducing new information that could lead to addi-
tional hallucinations. We also employ our detection
model to verify the absence of hallucinations in the
rewritten results. If hallucinations are detected, we
repeat the rewriting process to ensure the dataset’s
integrity.

4.3.2 Overly Cautious Penalization (OCP)

We observed that models trained on our suppres-
sion dataset tend to produce less content, which,

1550



Data Source

| Original Samples ~ OCP Samples

XSum
RAGTruth Train Split(Generated By Qwen)

RAGTruth Train Split(Generated By GPT/Llama)

Extended Macro

1840 514
1590 465
9275 2832
2465 740

Table 1: Training Data Distributions

while reducing hallucinations, unfortunately, com-
promises the quality of the responses. To coun-
teract this issue, we randomly delete one sentence
from "chosen" responses in the dataset to gener-
ate additional "rejected" responses. This strategy
effectively discourages models from merely short-
ening their responses to lower the hallucination
rate, prompting them to keep a balance between
maintaining content richness and minimizing hal-
lucinations.

4.3.3 Data Source Extension

The RAGTruth dataset includes only 2,965 unique
RAG tasks, which is relatively limited. Fortunately,
our preference dataset generation is fully auto-
mated, enabling us to easily expand our training set
by incorporating additional datasets. To better align
with the real-world applications of the RAG system
and our specific business needs, we have enriched
our data with samples from the XSum dataset for
summarization tasks, and from the unused portions
of the Marco dataset for question answering.

We replaced the original answers in the XSum
and Marco datasets with new answers generated by
the selected LLM. Additionally, despite the mul-
tiple answers available in the RAGTruth dataset,
we also used the selected LLM to regenerate an-
swers. This approach ensures that the DPO "re-
jected" samples accurately reflect the LLM’s out-
put distribution. Notably, all the generated answers
will undergo the previous process to acquire the
corresponding "chosen" samples.

Finally, 19721 chosen/reject pairs are generated
for DPO training. The detailed data distribution is
shown in Table 1.

5 Experiments

5.1 Implementation Details

We utilized the Llama-3-8B Instruct (AI@Meta,
2024) version as the backbone for the detection
model. We applied full parameters training with
a learning rate of 1e-5 in the first stage, and le-4
for the second stage with LoRA which has set the
hyper-parameters rank and alpha both to 32. Both

stages were trained for two epochs, with a batch
size of 8 on each device.

For the hallucination mitigation training, we se-
lected the Qwen/Qwen1.5-4B-Chat (Qwen, 2024)
as our base model due to its small model size and
high inference speed, which align well with our
business requirements. The training was conducted
with a batch size of 2 on each device with 8 ac-
cumulation steps, a learning rate of 5e-6, and a
relatively high beta value of 0.8 for a single epoch.

We utilize Adam optimizer (Kingma and Ba,
2014) with 81 = 0.9, B = 0.999, and employ a
cosine scheduler for the learning rate with a 2%
warm-up of the total steps to optimize the param-
eters. All the models are obtained from hugging-
face! and trained on 8 NVIDIA A100 80GB GPUs
with fully sharded data parallel (Zhao et al., 2023).

The detailed prompt used for generating training
data and evaluation can be found in the appendix,
from Table 8 to Table 12.

5.2 Maetrics and Baseline

In this paper, the RAGTruth test set is used to as-
sess the efficacy of our DPO training in mitigating
hallucinations.

To assess the model’s suitability in a web-
enhanced question-answering system, we also used
a randomly sampled set of 1,000 training samples
from WebGLM as the test set, as it more closely
resembles our production scenario.

Specifically, we measured the efficacy of training
from two perspectives: 1. Hallucination rate of
LLM responses before and after the training; 2.
The response quality of LLM before and after the
training.

Regarding hallucination rate, for no bias, we
used both our detection model and GPT-4 Turbo to
detect hallucinatory responses, calculating the rate
accordingly. To validate the automatic method’s
accuracy, we also conducted manual annotations
on LLM’s response on RAGTruth test sets.

Regarding response quality, we conducted pair-
wise comparisons on the model’s responses before

"https://huggingface.co/
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QUESTION ANSWERING  DATA-TO-TEXT WRITING = SUMMARIZATION OVERALL
P R F1 P R F1 P R F1 P R F1
Prompt(GPT-4 Turbo) 437 844 57.6 84.4  88.1 86.2 689 740 714 703 844 767
RAGTruth 558  60.8 58.2 854 910 88.1 64.0 549 59.1 769  80.7 787
Ours 76.5  73.1 74.8 929 903 91.6 7177 598 676 873 80.8 839

Table 2: Answer Level Hallucination Detection on RAGTruth Test Set: Compared with the best performance model
introduced in RAGTruth which is a fine-tuned Llama-2-13B. Our detection model is fine-tuned on Llama-3-8B
Instruct, which achieves the best performance. The P, R, and F respectively denote Precision, Recall, and F1 Score.

DATASET METHOD Detector GPT-4 Turbo Human Average
Qwen 36.9(-) 51.3(-) 34.4(-) 40.9(-)
RAGTruth Test Set  Qwen(Regenerate) - 44.2(13.8%) - 44.2(13.8%)
RAG-HAT 22.7(138.5%) 41.3(J19.5%) 25.7(125.3%) 29.9(126.9%)
Qwen 21.3(-) 46.7(-) - 34(-)
WebGLM 1000  Qwen(Regenerate) - 38.8(417.0%) - 38.8(117.0%)
RAG-HAT 12.0(143.7%) 37.9(119.0%) - 24.9(126.8%)

Table 3: Hallucination Rate: 1,000-Example WebGLM Set and RAGTruth Test Set (Total 450 Examples): Our
detection model cannot fairly benchmark the hallucination rate of the regeneration approach since it serves as the

trigger for regeneration.

and after training using GPT-4 Turbo. To miti-
gate bias, the order of responses presented in each
prompt was randomized (Zheng et al., 2023). The
comparisons are based on two criteria: 1.The ac-
curacy of each answer reflects the details in the
prompt; 2.The degree to which each response ad-
heres to the guidelines provided in the prompt.

We also let the annotators to annotate with the
same standard to verify the validity of GPT’s re-
sults.

5.3 Hallucination Detection Performance

Our hallucination detection model, which is fine-
tuned on Llama-3-8B Instruct, archives a signifi-
cant improvement in classification performance for
all three major tasks compared with the baseline
described in the RAGTruth paper, which is fine-
tuned on Llama-2-13B base model. Specifically,
our model demonstrates an approximate 7.2% over-
all improvement in fl-score and 17% in precision,
as detailed in Table 2.

The superior performance of our detection model
has led us to include it as one of the metrics for mea-
suring the RAG-HAT’s hallucination suppression
performance, alongside GPT-4 and human review.

5.4 Hallucination Suppression Performance

As shown in Table 3, the metrics from differ-
ent sources all indicate that RAG-HAT signifi-
cantly decreases the hallucination rate on both the
RAGTruth and WebGLM datasets. Specifically,
there is, on average, a 26.9% drop in the halluci-

nation rate in the RAGTruth dataset. Additionally,
for the WebGLM dataset, there was an average
decrease of 26.8% in the hallucination rate.

We also tested the naive regeneration strategy,
which involves detecting if the generated answer
contains hallucinations. If hallucinations are found,
we regenerate the answer, allowing only one regen-
eration attempt.

Based on GPT-4 Turbo, the average hallucina-
tion rate from RAG-HAT is about 4.4% lower than
that of the regeneration approach. It is important
to note that our detection model cannot be used to
fairly benchmark the hallucination rate of the re-
generation approach, as it already serves as the trig-
ger for regeneration. Moreover, the regeneration
approach not only exhibits inferior performance
but also doubles the generation time and does not
fully support streaming of the model’s responses.
This streaming capability is essential for many real-
world products, including ours, to minimize user
waiting time.

5.5 Human Annotations

Manually reviewing the hallucination rate for all
experiments is expensive, given the large size of
the dataset used for evaluation and the complexity
of the annotation tasks. However, as demonstrated
in Table 3, the results of our human annotations on
the RAGTruth test set closely align with the met-
rics from automatic methods. This close alignment
underscores the reliability of our automatically de-
rived metrics and the effectiveness of RAG-HAT
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QUESTION ANSWERING  DATA-TO-TEXT WRITING  SUMMARIZATION OVERALL
P R F1 R F1 P R F1 P R F1
GPT-4 Turbo (Describe and Predict) 364 734 48.7 582 742 65.3 46.8  62.5 53.5 494 720 586
Finetuned (Describe and Predict) 57.5 588 58.2 722 719 72.0 647 430 516 67.6  64.1 65.8
Finetuned (Describe and Predict, w DPO) 676 574 62.1 740  74.6 74.3 69.1 410 515 72.1 650 684
Finetuned (Predict only) 69.8  63.5 66.5 79.1 804 79.7 712 492 58.2 76.0 713  73.6

Table 4: Sentence Level Hallucination Detection Performance on RAGTruth Test Set. The P, R, and F respectively

denote Precision, Recall, and F1 Score.

DATASET METHOD  GPT-4 Turbo Human
o Qwen 41.1 33.2
RAGTruth Dataset RAG-HAT 573 40.8
Qwen 39.5
WebGLM 1000 RAG-HAT 585

Table 5: Answer Quality Win Rates: 1,000-Example
WebGLM Set and RAGTruth Test Set

WIN RATE
PAIRED METHOD (GPT-4 Turbo)
RAG-HAT (full) :: (w/o defensive, w/ OCP) 51.5
RAG-HAT (full) :: (w/o defensive, w/o OCP) 54.1

Table 6: Impact of Training Dataset Composition on
Answer Quality: Pairwise Comparison

in reducing hallucinations.

5.6 Answer Quality

In response to concerns that DPO training might
lead the model to sacrifice answer quality and rich-
ness in order to reduce hallucinations, we con-
ducted evaluations to assess the quality of the gen-
erated responses.

GPT-4 is prompted to compare response quality
in pairs. The evaluations indicate that the DPO-
trained model delivers better answer quality com-
pared to the original model, as shown in Table
5. Specifically, it achieved a 57% win rate on
the RAGTruth test set, compared to the original
model’s 41% win rate. On the WebGLM dataset,
the trained model achieved a 59% win rate, outper-
forming the original model’s 40% win rate.

6 Analysis

6.1 Impact of Defensive Advice and Overly
Cautious Penalization (OCP)

We conducted a set of ablation experiments on We-
bGLM to demonstrate the effectiveness of defen-
sive advice as described in Section 4.1.1, as well
as the data augmentation by random deletion of
one sentence from "chosen" examples as described

in Section 4.3.2. As is illustrated in Table 6, the
experiments of both data generation strategies are
beneficial in improving the answer quality.

The model trained on the full dataset achieved a
51.5% win rate, outperforming the model trained
without defensive advice, and a 54.1% win rate
trained without both. Notably, the win rate in-
creased by 2.6% upon the removal of OCP, un-
derscoring the efficacy of our penalization strategy.

6.2 Effectiveness of the Two Stage Detection
Model Training

To substantiate the necessity of adopting the
two-stage training approach for our detection
model—where the model outputs prediction la-
bels directly rather than engaging in reasoning us-
ing Chain of Thought (CoT) (Wei et al., 2023)
style—we compared fine-tuning results on the
Llama-3-8B using both training strategies.

As shown in Table 4, training the model to gen-
erate hallucination descriptions and prediction to-
gether consistently yielded suboptimal results com-
pared to training the model to output the prediction
label only. Even when we incorporated DPO train-
ing—sampling outputs from a previously super-
vised fine-tuned model to build a preference dataset
based on prediction correctness and then conduct-
ing subsequent DPO training—the final classifica-
tion performance remained suboptimal.

We speculate this is due to the training method-
ology of auto-regressive models. If hallucination
descriptions and labels are generated together, the
optimization of the prediction label might be di-
luted by the other tokens from the hallucination
description, leading the model to converge to a
suboptimal point for label predictions.

7 Industry Application

As a local information provider, NewsBreak is ac-
tively exploring various applications of Retrieval-
Augmented Generation (RAG) systems within our
business model. Our primary focus is on using the
RAG system to gather fragmented local data and
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leveraging large language models (LLMs) to orga-
nize this information into coherent formats, such as
Question-Answering systems or highly informative
resources.

We are currently experimenting with the integra-
tion of RAG-HAT into our RAG system to enhance
the accuracy and relevance of the local information
we provide. Users can access a wide range of in-
formation through our platform, particularly about
local entities (e.g., restaurants, auto shops), local
safety (e.g., crime reports), and community events.
Thus, we incorporate substantial amounts of local
merchant data, news articles, and other sources into
our training datasets.

Techniques like RAG-HAT significantly reduce
the risk of unintentionally disseminating misinfor-
mation, which is critical for protecting our reputa-
tion. Additionally, they enable our product man-
agers to plan more advanced RAG applications
with confidence, mitigating potential legal and rep-
utational risks associated with hallucinations.

8 Conclusion

In this work, we introduce a hallucination-aware
tuning pipeline RAG-HAT, which contains three
parts: detection, rewriting and mitigation. The de-
tection component identifies hallucinations with
human-readable interpretations. The rewriting
component allows us to automatically generate a
preference dataset, enabling the use of DPO to train
models to hallucinate less. Specialized data aug-
mentation techniques are designed to reduce hal-
lucinations without compromising the model’s an-
swer quality. Benchmarks demonstrated that RAG-
HAT significantly reduced the hallucination rate
while enhancing answer quality simultaneously.

Limitions

Due to limited computational resources, we did not
test our method on larger LLMs, such as Llama3-
70B. Furthermore, we did not evaluate our model
in domains requiring expert knowledge, such as

finance and medicine, due to the lack of annotators
with specific domain expertise.
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A Appendix

Task | #1Inst. # Resp. HALLUCINATION

| #Resp. % Resp. # Span
Question Answering 989 5934 1724 29.1% 2927
Data-to-text Writing 1033 6198 4254 68.6% 9290
Summarization (CNN/DM) 628 3768 1165 30.9% 1474
Summarization (Recent News) 315 1890 521 27.6% 598
Overall | 2965 17790 7664 43.1% 14289

Table 7: The basic statistics of RAGTruth. Here "Resp." stands for "Answer".

Given an instruction:

{instruction }

Consider these responses:

A: {answer_a}

B: {answer_b}

In this context, "better" refers to:

- The accuracy of each response in reflecting the details of the instruction.
- The extent to which each response adheres to the guidelines provided in the instruction.
Based on these criteria, assess which response is better.

Provide your analysis in this format:

Analysis: [Your Analysis Here]

Better Response: A or B or TIE

Table 8: Prompt for Evaluating Answer Quality

Given a prompt with reference:

{prompt}

and a sentence:

"{sentence}"

which is from the generated answer:

"{full_answer}"

Please find whether there are hallucinations in the generated sentence (not the whole answer)
Hallucinations Definition:

1. conflict: instances where the generative content presents direct contradiction or opposition to the
original input;

2. baseless info: instances where the generated content includes information which is not substantiated by
or inferred from the original input.

You response should be a binary label, where:

True means there are hallucinations in the generated sentence.

False means there are no hallucinations in the generated sentence.

Now please answer in the following format exactly:

Pred: True or False

Table 9: Prompt for Sentence Level Hallucination Detection without Description. We use this prompt to evaluate
the hallucination rate in LLM’s response.
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Given a prompt with reference:

{prompt}

and a sentence:

"{sentence}"

which is from the generated answer:

"{full_answer}"

Please find whether there are hallucinations in the generated sentence (not the whole answer)
Hallucinations Definition:

1. conflict: instances where the generative content presents direct contradiction or opposition to the
original input;

2. baseless info: instances where the generated content includes information which is not substantiated by
or inferred from the original input.

You response should be in two parts:

1. Analysis: This part should reflect your thinking process. Provide the explanation for your final
conclusion.

2. Defensive Advice: If you are confident that there are no hallucinations, which part of it might others
mistakenly believe to be hallucinated, and how would you respond to their challenges? Conversely, if
others think the information is accurate but you believe it contains hallucinations, which part would you
challenge, and how would you argue your case?

3. Final Conclusion: Your final conclusion, it should be a binary label: True or False.

Now please answer in the following format exactly:

Analysis(1 paragraph): [NO NEW LINE]...

Defensive Advice(1 paragraph): [NO NEW LINE]...

Final Conclusion: [NO NEW LINE]...

Table 10: Prompt for Sentence Level Hallucination Detection with Description. We use this prompt to synthesize
training data for detection model.

Given an answer produced by an LLM (Large Language Model) according to the following prompt:
{prompt}

Here is the LLM-generated answer:

"{full_answer}"

A report identifies these hallucinations:

{hallucination_reports}

Please revise the LLM’s answer with minimal modifications necessary to:

1. Correct any hallucinations identified in the report. You may rewrite parts of the answer to ensure
coherence.

Note, if you think no modifications need to be made, just repeat the given LLM-generated answer.
Format your response as follows:

Modifications plan: [NO NEW LINE, ONE PARAGRAPH]

Revised answer:

Table 11: Rewrite Prompt For LLM Response Classified as Hallucinated
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Given an answer produced by an LLM (Large Language Model) according to the following prompt:
{prompt}

Here is the LLM-generated answer:

"{full_answer}"

A report outlines these concerns and potential confusion points:

{defensive_advice}

Please revise the LLM’s answer with minimal modifications necessary to:

1. Enhance the rigor of the answer based on Report. Focus only on sentence-level modifications without
adding new sentences or new information.

Note:

You don’t need to solve all the concerns or confusion points listed in the report, pick the sentences you
think are necessary to revise.

If you think no modifications need to be made, just repeat the given LLM-generated answer.

Format your response as follows:

Modifications plan: [NO NEW LINE] For sentence bx, ...; For sentence bx, ...; ...

Sentences you need to modify: ["b1", ..., "bn"] or [J(empty_list)

Revised answer:

Table 12: Rewrite Prompt For LLM Response Classified as Not Hallucinating
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