
Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing: Industry Track, pages 120–131
November 12-16, 2024 ©2024 Association for Computational Linguistics

Hybrid-RACA: Hybrid Retrieval-Augmented Composition Assistance
for Real-time Text Prediction

Menglin Xia∗ Xuchao Zhang∗ Camille Couturier
Guoqing Zheng Saravan Rajmohan Victor Rühle

Microsoft
{mollyxia, xuchaozhang, cacoutur, zheng, saravar, viruh}@microsoft.com

Abstract
Large language models (LLMs) enhanced with
retrieval augmentation has shown great perfor-
mance in many applications. However, the
computational demands for these models pose
a challenge when applying them to real-time
tasks, such as composition assistance. To
address this, we propose Hybrid Retrieval-
Augmented Composition Assistance (Hybrid-
RACA), a novel system for real-time text pre-
diction that efficiently combines a cloud-based
LLM with a smaller client-side model through
retrieval augmented memory. This integration
enables the client model to generate better re-
sponses, benefiting from the LLM’s capabilities
and cloud-based data. Meanwhile, via a novel
asynchronous memory update mechanism, the
client model can deliver real-time completions
to user inputs without the need to wait for re-
sponses from the cloud. Our experiments on
five datasets demonstrate that Hybrid-RACA
offers strong performance while maintaining
low latency.

1 Introduction

Large language models have become powerful
tools in language processing and they are widely
adopted across applications. When augmented with
retrieved documents (Lewis et al., 2020; Liu et al.,
2022), these models can generate more relevant and
useful responses. However, the large size of these
models and the additional retrieval step introduce
significant computational overhead. This leads to
increased latency and higher operational costs, lim-
iting their effectiveness in real-time applications,
such as composition assistance.

Real-time composition assistance tools are de-
signed to swiftly suggest next words or sentences
to help users write faster. These systems must op-
erate within tight latency budgets, and they are
frequently triggered as the user types. To mini-
mize latency (including model inference latency

*These authors contributed equally to this work.

and communication to the cloud) and to reduce
costs, these models are usually deployed on users’
edge devices. This imposes strict constraints on
the model’s size and capabilities, limiting the effec-
tiveness of composition assistance. While recent
advancements have enabled models such as Llama
(Touvron et al., 2023) to run on smaller devices1,
they still fall short in terms of achieving real-time
responses.

For real-time tasks, we encounter a dilemma:
LLMs offer superior performance but they are slow
and expensive to run, whereas client models are
agile and efficient but limited in performance. Hy-
brid computing between client and cloud mod-
els is a promising approach to bridge the gap be-
tween the challenges of latency and model per-
formance. However, in existing hybrid computing
patterns, such as model routing and split computing
(Kudugunta et al., 2021; Matsubara et al., 2022),
client and cloud models usually function with syn-
chronized communication. This means that when-
ever the cloud model is utilized, the system must
wait for the cloud model to complete its process-
ing before producing the output. Therefore, simply
applying existing hybrid patterns to cloud-based
LLMs will not resolve the issue of latency and cost.
Besides, existing hybrid patterns usually overlook
cloud-based data, which could be essential for ef-
fective composition assistance, such as accessing
relevant documents in companies’ cloud storage.

To address these challenges, we propose a novel
Hybrid Retrieval-Augmented Composition Assis-
tance (Hybrid-RACA) system (see Figure 1). This
system leverages a cloud LLM and cloud data
to boost the performance of small language mod-
els on client devices through retrieval augmenta-
tion, while operating in an asynchronous manner.
Hybrid-RACA consists of an augmentation coor-
dinator and a small model for text prediction de-

1https://github.com/ggerganov/llama.cpp
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Figure 1: Overview of the Hybrid-RACA system, which is a hybrid system for composition assistance. The top
left box represents the writing interface. The framework has four main components: augmentation coordinator and
client model on the client side (left), and retriever and LLM-based memory generator on the cloud (right).

ployed on client devices, as well as a retriever and
an LLM located on the cloud server. The client
augmentation coordinator sends asynchronous re-
quest to the cloud. The cloud retrieves relevant
documents and employs an LLM to compress the
retrieved documents into shorter snippets of infor-
mation, which we refer to as memory, and sends it
asynchronously to the client. On the client side, an
instruction-tuned client model leverages available
memory to suggest the next words.

The Hybrid-RACA system offers several ben-
efits. (1) Enhanced utility: Hybrid retrieval aug-
mentation enables the client model to make better
suggestions by leveraging cloud-based resources.
(2) Low latency: Asynchronous augmentation al-
lows the client to make predictions without waiting
for the cloud. This mitigates the effects of network
latency and avoids slow inference inherent to cloud-
based retrieval-augmented LLMs. (3) Reduced
client-to-cloud communication: the augmentation
coordinator minimizes the client-to-cloud commu-
nication by requesting augmented memory only
when existing memory becomes stale, reducing the
frequency of calling the cloud models and thus
saving cost. Furthermore, using LLM-compressed
memory further reduces data transfer volume.

To evaluate our system, we conduct experi-
ments on the text prediction task on five datasets
from diverse domains. We compare our model
to several baselines and show that our model ex-
hibits substantial utility improvement in text pre-
diction while maintaining low latency. The code
for our system will be made available at: https:
//github.com/microsoft/hybrid-raca.

2 Related Work

Hybrid Computing Hybrid computing divides
processing tasks between the edge and the cloud,

effectively addressing the limited computation ca-
pabilities of edge devices and enabling real-time
responses of critical services (Loghin et al., 2019;
Wang et al., 2020). For example, split computing
partitions machine learning modules between edge
and cloud devices to balance overall computation
cost and efficiency (Matsubara et al., 2022; Osia
et al., 2020). Communication between edge and
cloud in split computing is inherently synchronized,
as both devices contribute to completing one infer-
ence run. More recently, task-specific model rout-
ing (Kudugunta et al., 2021) has also emerged as a
promising approach for hybrid computing via rout-
ing between client and cloud models. Nonetheless,
the overall system still needs to wait for the cloud
model whenever it is used, thus limiting the over-
all latency. Another notable paradigm for hybrid
computing in machine learning is federated learn-
ing, which leverages multiple computing devices
for training machine learning models for safety or
efficiency purposes (Bonawitz et al., 2019). How-
ever, this technique is less commonly used for in-
ference. In addition to hybrid computing, there
is also literature on improving efficiency of mod-
els deployed on edge devices (Tambe et al., 2021)
as well as methods on reducing the size of large
models for deployment on smaller devices (Hoefler
et al., 2021). These methods are orthogonal to our
work.

Retrieval Augmented Models Retrieval aug-
mentation enhances a language model with re-
trieved information from external databases. Var-
ious methods have been proposed to integrate the
retrieved data into the language model, including
the use of prompts (Lewis et al., 2020; Guu et al.,
2020; Shi et al., 2023), cross-attention modules
(Borgeaud et al., 2021), vector concatenation (Izac-
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ard and Grave, 2021; Fan et al., 2021), and output
distribution adjustment at decoding (Khandelwal
et al., 2020; Liu et al., 2022). In this work, we
adopt the prompting method, which incorporates
retrieved data into the input. However, the Hybrid-
RACA system can be extended to other retrieval
augmentation approaches.

3 Hybrid-RACA

We present our Hybrid-RACA system that lever-
ages cloud-generated memory to enhance the utility
of client-based language model while maintaining
low latency for composition assistance.

In Hybrid-RACA, the augmentation coordina-
tor (client) monitors the writing context and sends
an asynchronous request for an augmented mem-
ory from the cloud. The retriever on the cloud
searches for relevant data upon request. Subse-
quently, The memory generator (cloud) leverages
an LLM to construct a memory that includes all
essential information from the retrieved data, opti-
mizing its usefulness. Finally, the memory is trans-
mitted to the client and seamlessly integrated into
the client model for offering real-time suggestions.
Algorithm 1 describes the inference workflow of
Hybrid-RACA.

In the following subsections, we discuss the de-
tails of the four main components.

3.1 Augmentation Coordinator

The augmentation coordinator manages the aug-
mented memory M by monitoring changes to the
writing context, which we define as the text the
user has already typed (see Fig.2). To determine
whether a memory update is necessary, the coordi-
nator takes into account the current context xt and
the context xt−1 from the previous step and cal-
culates the edit distance ED(xt,xt−1). Once the
distance exceeds a pre-determined threshold τ , the
coordinator initiates a request to the cloud server
asking for a new memory. We employ the Leven-
shtein distance (Yujian and Bo, 2007) to measure
token-level difference. To avoid redundant memory
requests, we adopt an incremental memory update
approach, where only the newly updated context is
used as the query input to generate the new mem-
ory mt. When the augmented memory reaches its
maximum capacity of M, the oldest memory m0

is deprecated and replaced by the new memory mt.
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Figure 2: Process of the augmentation coordinator

3.2 Retrieval-Augmented Memory Generator

Upon receiving a request from the augmentation
coordinator, the memory generator on the cloud
initiates the preparation of the augmented memory,
which will be returned to the client. The memory
preparation process consists of two steps: docu-
ment retrieval and memory generation.

Document Retrieval Given an input query x, the
goal of the retriever is to retrieve the most relevant
documents Dr = {d1, . . . , dk} from a large corpus
D, where Dr ⊆ D. We use the Dense Passage
Retrieval (DPR) (Karpukhin et al., 2020) model in
our implementation.

Memory Generation After retrieving the rele-
vant documents Dr, we employ a LLM to generate
concise key takeaways that capture essential infor-
mation from the documents. We use the key take-
aways instead of the original documents because
the client model is a small language model that usu-
ally struggles with processing long context and has
a strict limit on input context length. Additionally,
extracting key takeaways significantly reduces the
memory size, resulting in lower communication
and inference cost for the client.

To generate key takeaways from retrieved docu-
ments Dr, we split the documents into chunks and
utilize an LLM to extract key takeaways from each
chunk. To minimize the frequency of LLM calls,
we consolidate multiple chunks within one docu-
ment. Subsequently, all generated key takeaways
from retrieval documents are merged to form the
memory mt for the current t-th memory request.

3.3 Memory-Augmented Client Model

The goal of the client model is to generate use-
ful completions to the user input. Enhanced by
cloud-generated memory, our client model learns to
make more relevant predictions. We further adopt
instruction-tuning to bolster the client model’s abil-
ity to effectively leverage cloud-generated memory.
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Algorithm 1: Inference workflow of Hybrid-RACA
Data: current user input xt, input history xt−1, retrieval corpus D, retrieval modelMretrieval, cloud-based LLM

Mcloud, client modelMclient, memoryM
while xt do

EDt = EditDistance(xt,xt−1) ; ▷ Compute changes in context
if EDt > τ ; ▷ Send async request to the cloud
then

async Dr = {d1, ...dk}: Dr ∼Mretrieval(xt,D) ; ▷ Retrieve relevant documents
async mt ∼Mcloud(Dr) ; ▷ Generate memory
M = Update(M,mt) ; ▷ Update M with mt

Sample yt ∼Mclient(xt,M) ; ▷ Text prediction with the client model
if Accept(yt) then

xt−1 ← {xt−1,xt},xt ← {xt,yt} ; ▷ User accepts suggestion
else

xt ← {xt, Input()} ; ▷ User rejects suggestion and enters new input
end

end
end

Output

Reference: In 2020, Generative Pre-trained Transformer 3 (GPT-3) was unveiled, a deep learning-based
autoregressive language model that can produce human-like text … ... This process has eliminated the 
need for laborious manual labeling and human supervision.
Complete the following text based on the reference:
Generative Pre-trained Transformer 3 (GPT-3) is an autoregressive language model released in 2020 that

is capable of producing human-like text when prompted with an initial text. 

Instruction enhanced prompt

Figure 3: Example of constructing instruction-tuning data

To instruction-tune the client model, we leverage
an LLM to generate the instruction tuning data.
Given a document d, we use the beginning part
of the document as the input prompt x = I(d)
and use x to generate the augmented memory M.
We formulate an instruction-enhanced prompt to
instruct the model to make predictions based on
the memory (see Fig.3). As for the ground truth
labels ŷ, a straightforward approach is to directly
use the remaining part of the document d. However,
this is not ideal as there is usually a discrepancy
between the original text and the memory, which
can negatively impact the performance of the client
model. To address this, we employ an LLM to
generate the labels ŷ = Mcloud(I(d),M).

Then we finetune the client model on the
instruction-enhanced prompt and the LLM-
generated labels. The model is finetuned on the
task to predict ŷ given x and M. To minimize
the discrepancy between our model’s predictions
y and the LLM-generated labels ŷ, we employ
the cross-entropy loss on the generated tokens in

finetuning:

Ld = −
l∑

i=1

ŷi log

(
pθ(yi|x,M, ŷ<i)

)
(1)

where l is the length of the label and pθ(·) refers
to the probability of tokens generated by the client
model.

4 Experiments

In this section, we introduce the experimental setup
(Section 4.1) and present the evaluation results of
Hybrid-RACA system on utility (Section 4.2.1), in-
ference latency (Section 4.2.2) and effects of asyn-
chronous memory update (Section 4.2.3).

4.1 Experimental Setup
Datasets and Labels We train our models on
WikiText-103 (Merity et al., 2016) and evaluate
them on the text prediction task on five datasets,
including in-domain evaluation on WikiText-103,
and out-of-domain evaluation on Enron Emails
(Klimt and Yang, 2004), HackerNews2, NIH Ex-

2https://news.ycombinator.com/
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PPL GLEU BLEU4 ROUGE1 ROUGEL METEOR BERTScore

OPT-
125M

Vanilla OPT 9.3 11.4 6.9 27.5 22.1 20.2 84.0
HybridRAG 4.3 12.8 9.6 28.4 23.4 22.4 84.5

Hybrid-RACA w/o FT 3.8 14.7 12.2 29.9 25.1 24.3 84.8
Hybrid-RACA FT 3.4 23.0 21.4 39.6 32.8 34.4 87.0
Hybrid-RACA IT 2.6 30.2 28.8 48.3 40.2 44.1 89.0

OPT-
350M

Vanilla OPT 7.4 13.2 8.8 30.1 24.3 22.8 84.8
HybridRAG 3.6 15.4 12.5 31.6 26.0 25.6 85.4

Hybrid-RACA w/o FT 3.3 17.6 15.4 33.5 27.9 28.0 85.7
Hybrid-RACA FT 3.2 23.9 22.3 40.7 33.8 35.5 87.4
Hybrid-RACA IT 2.4 32.6 31.4 50.8 42.9 46.6 89.5

Table 1: In-domain evaluation of Hybrid-RACA performance

Enron Emails NIH ExPorter Hacker News Youtube Subtitles

PPL GLEU PPL GLEU PPL GLEU PPL GLEU

OPT-
125M

Vanilla OPT 8.5 5.8 7.4 9.3 7.5 8.0 9.2 5.7
HybridRAG 6.3 8.0 4.4 10.7 7.2 7.5 7.0 7.2

Hybrid-RACA w/o FT 4.6 9.0 4.1 10.9 5.6 8.9 5.9 7.1
Hybrid-RACA FT 4.4 13.8 3.7 16.8 5.3 14.8 5.5 12.5
Hybrid-RACA IT 3.3 22.9 2.9 24.2 3.8 20.2 4.4 20.4

OPT-
350M

Vanilla OPT 7.4 5.9 6.2 10.3 6.4 8.5 7.7 6.3
HybridRAG 5.5 9.1 3.7 12.4 6.1 8.4 5.8 8.5

Hybrid-RACA w/o FT 4.1 12.5 3.5 12.6 4.8 11.6 5.0 9.9
Hybrid-RACA FT 4.2 13.3 3.5 17.9 5.1 13.3 5.2 13.4
Hybrid-RACA IT 3.1 24.7 2.7 25.5 3.7 20.7 4.2 20.8

Table 2: Out-of-domain evaluation of Hybrid-RACA performance

Model GPT Score

GPT3.5 7.73
Vanilla OPT-125M 2.20
Vanilla OPT-350M 2.60

Hybrid-RACA IT OPT-125M 5.27
Hybrid-RACA IT OPT-350M 5.49

Table 3: LLM evaluation of text completion quality

Porter3, and Youtube Subtitles (Gao et al., 2020),
covering a diverse range of domains. We use an
LLM to generate ground truth labels for evaluation.

Evaluation Metrics To evaluate utility, we use
standard metrics including perplexity (PPL) (Je-
linek et al., 1977), GLEU (Wu et al., 2016), BLEU
(Papineni et al., 2002), ROUGE (Lin, 2004), ME-
TEOR (Banerjee and Lavie, 2005), and BERTScore
(Zhang et al., 2020). We calculate perplexity by
measuring how well the model predicts the labels
given the prompts. We use other metrics to measure
the degree of similarity between model predictions
and the labels. In addition, we evaluated the com-
pletion quality of 100 sampled data points using
GPT-4-turbo, rating on a scale of 1-10. To evaluate

3https://exporter.nih.gov/

the inference latency of our system, we measure
the average running time.

Implementation Details For the client model,
we compare two small OPT models (Zhang et al.,
2022): OPT-125M and OPT-350M. Both mod-
els are decoder-only transformers that are small
enough to run with limited latency budget. We em-
ploy greedy search for decoding. For the LLM, we
use the GPT-3.5 text-davinci-003 model4. We set
max new tokens to 44 for both label generation and
text prediction. For document retrieval, we use the
Faiss library (Johnson et al., 2019) and set k = 3
after a hyperparameter search on WikiText data.

For latency evaluation, we deploy the client mod-
els on two different machines: a GPU machine with
an 11GB Nvidia Tesla K80 GPU, and a laptop with-
out a GPU. We set max new tokens to 15 for latency
evaluation.

Baseline Methods We compare our approach
against four baselines. We ensure a fair comparison
by regenerating labels for each baseline, based on
the memory used by that baseline.

4With OpenAI API https://platform.openai.com/
docs/models/gpt-3.5, temperature = 0, top_p = 1
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(a) 125M vs 350M (b) retrieval vs memory (c) async vs sync (d) GPU vs laptop

Figure 4: Inference latency for client inference, retrieval and memory generation on multiple devices
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Figure 5: Hybrid-RACA performance with asynchronous memory update.

Vanilla OPT - A vanilla client model for text pre-
diction without additional memory from the cloud.

Hybrid-RAG - The RAG approach (Lewis et al.,
2020) can be turned into a hybrid setup with our
system. In this setting, we retrieve and feed the full
retrieved text to the client model.5

Hybrid-RACA w/o FT and Hybrid-RACA FT -
To assess the efficacy of our instruction-tuned client
model, we examine two variants of the client model,
one without finetuning (Hybrid-RACA w/o FT)
and one finetuned to use the memory to predict the
original remaining text (Hybrid-RACA FT).

4.2 Experimental Results
4.2.1 Utility
Table 1 presents the performance of the models
on WikiText-103. Table 2 presents the perplex-
ity and GLEU scores on the other four datasets.
The results show that our approach outperforms
all baselines and generalizes well to out-of-domain
data. The HybridRAG approach outperforms a
vanilla OPT baseline with retrieval augmentation,
and the Hybrid-RACA w/o FT model improves
upon it by using the LLM to extract key takeaways
from retrieved data. This indicates that the repre-
sentation of the context is vital to client model per-
formance. Furthermore, our final model, Hybrid-
RACA IT (Instruction-tuned Hybrid-RACA), shows

5This only works if the documents are sufficiently short to
fit in the limited input context of the client model.

the best performance, suggesting that instruction-
tuning helps the model better leverage context. Fur-
ther, OPT-350M based models consistently outper-
form OPT-125M ones, showing that model size is
critical to its overall performance. Table 3 shows
the evaluation results from GPT-4-turbo, demon-
strating that Hybrid-RACA significantly enhances
text completion quality.

4.2.2 Inference Latency

We performed a latency evaluation for Hybrid-
RACA. Fig.4a shows the run times for the client
models on a GPU machine. Unsurprisingly, OPT-
125M is 49.3% faster compared to OPT-350M.
Fig.4b presents the run times for retrieval and mem-
ory generation steps, showing that memory gener-
ation with LLM consumes the majority time for
memory preparation. Fig.4c compares our asyn-
chronous Hybrid-RACA (OPT-125M) to a syn-
chronous approach by directly calling GPT-3.5 and
a retriever for composition assistance. Notably,
our approach showcases an impressive speed im-
provement, achieving a remarkable 138x faster per-
formance compared to the synchronous approach.
Fig.4d compares the run times of Hybrid-RACA
OPT-125M on a GPU machine and a laptop without
GPU. It shows that our approach can be deployed
on edge devices without GPUs, although slower.

Notably, we didn’t use caching or quantization.
These methods are orthogonal to our work and can
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As a first step, we are proposing to augment commonly used transformer-based language models with 

the ability to retrieve from an external memory
(Edit distance = 10)

Query

Figure 6: An example of setting edit distance threshold = 10 in asynchronous memory update. In this setting, text
prediction is generated from the entire prompt, but only the beginning part is used for memory generation.

be used in conjunction to further improve the speed.

4.2.3 Asynchronous Memory Update

Fig.5 illustrates the impact of asynchronous mem-
ory update on model utility. To measure this effect,
we conducted an experiment in which we gradu-
ally increased the edit distance threshold that de-
termines how often the client model requests for
memory updates. For each prompt, we use the be-
ginning part of the prompt as the query for memory
generation and the entire prompt for text prediction,
mimicking the case where the memory lags behind
the current input context due to asynchronous com-
munication between client and cloud. Figure 6
demonstrates how we set the edit distance thresh-
old in async memory update.

Fig.5a and Fig.5b show the trend in perplex-
ity and GLEU scores with increased edit distance
threshold, evaluated against GPT3.5 generated la-
bels with the same asynchronous setup. Model util-
ity remains relatively stable in perplexity with a de-
ceasing trend in GLEU compared to LLMs. Fig.5c
and Fig.5d show the scores of the client model
under the asynchronous setup, evaluated against
labels generated in an ideal synchronous memory
update setup, where the memory is created using
the entire prompt without lag. Due to the difference
in the freshness of the memory, there is a larger gap
between the asynchronous predictions and the syn-
chronous labels. As the edit distance threshold
increases, the memory becomes less up-to-date, re-
sulting in a decline in model utility. Nevertheless,
it still significantly outperformed the baselines.

5 Conclusion

In this paper, we propose Hybrid-RACA, a novel
hybrid retrieval-augmented generation system for
real-time composition assistance. By integrating
LLM-enhanced memory into our instruction-tuned
client model with asynchronous update, we show
with experiment results on multiple datasets that
our hybrid approach enables substantial utility im-
provements over smaller language models while

maintaining inference efficiency, making it a valu-
able solution for real-time tasks.

Broader Impact

In our research, we present a pioneering approach
to the future landscape of AI applications, envision-
ing a hybrid system that brings the best of client
and cloud worlds. Our unique design allows client
and cloud models to function seamlessly in a com-
position assistance scenario, achieving better per-
formance by levering cloud models and data, and
ensuring low-latency and cost-effectiveness by uti-
lizing on-device client models. We believe that our
hybrid solution with asynchronous communication
is also a valuable solution to make advanced AI
more accessible to a wider range of users, includ-
ing those in resource-constrained environments or
with limited access to high-speed internet connec-
tions. We believe that our vision can be extended
to more applications not limited to composition as-
sistance. Furthermore, our efficient solution, which
combines edge and cloud computing, offers great
potential to energy conservation. By minimizing
the necessity to access resource-intensive large lan-
guage models (LLMs), notorious for their high
energy consumption, our approach mitigates poten-
tial harm to the environment. This not only under-
scores our commitment to sustainability but also
highlights the practical benefits of our technology
in addressing energy challenges.

Ethical Considerations

Hybrid-RACA is a composition assistance tool that
integrates client and cloud models and data. In
our implementation, data is transmitted between
the client and cloud as plain text. However, this
transmission process poses potential privacy and
confidentiality risks. To mitigate these risks, se-
curity measures such as cryptography and access
controls can be implemented. When instruction-
tuning the client model, we used LLMs to generate
completions, which can be considered as a form
of synthetic data generation. Like other work that
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leverages LLMs, this might raise privacy and copy-
right concerns. We are committed to follow the best
practices currently available to minimize privacy
and copyright risks by conducting experiments on
public datasets and adopting security guardrails.
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A More results on utility evaluation

The results of the model utility on Enron Emails,
NIH ExPorter, HackerNews, and YouTubeSubtitles
datasets evaluated in all seven metrics are presented
in Tables 4 and 5. We can observe that our model
consistently outperforms all the other baselines.

B Template used to calculate GPT-score

We use the following template to instruct GPT-4-
turbo to evaluate the performance of of the models:

Please act as an impartial judge
and evaluate the quality of the text
completion provided by an AI assistant
to the text prompt displayed below. For
this evaluation, you should primarily
consider the following criteria:
relevance: Is the completion relevant to
the prompt? Is the completion a fluent
continuation from the prompt?
correctness: Is the completion correct
and factual?
fluency: Is the completion fluent, free
of grammatical errors, and devoid of
redundant repetitions? Please note that
it is acceptable for the completion
to stop abruptly before the end of a
sentence.
Begin your evaluation by providing a
short explanation. Be as objective
as possible. After providing your
explanation, you must rate the response
on a scale of 1 to 10 by strictly
following this format: "[[rating]]", for
example: "Rating: [[5]]"

[Text Prompt]
{prompt}

[The Start of Assistant’s Completion]
{completion}
[The End of Assistant’s Completion]
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PPL GLEU BLEU-4 ROUGE-1 ROUGE-L METEOR BERTScore

Enron
Emails

Vanilla OPT 7.4 5.9 2.7 17.3 14.3 13.2 80.2
HybridRAG 5.5 9.1 6.6 21.7 18.1 17.0 80.6

Hybrid-RACA w/o FT 4.1 12.5 10.8 25.3 21.6 21.1 81.8
Hybrid-RACA FT 4.2 13.3 11.6 26.5 22.1 22.8 83.1
Hybrid-RACA IT 3.1 24.7 22.7 43.9 35.4 39.6 87.9

NIH
ExPorter

Vanilla OPT 6.2 10.3 5.4 27.7 22.3 19.6 85.3
HybridRAG 3.7 12.4 8.9 30.2 24.5 23.3 85.8

Hybrid-RACA w/o FT 3.5 12.6 9.3 30.0 24.6 23.7 85.7
Hybrid-RACA FT 3.5 17.9 15.4 36.5 29.4 30.6 87.2
Hybrid-RACA IT 2.7 25.5 23.2 45.9 37.2 41.2 89.2

Hacker
News

Vanilla OPT 6.4 8.5 5.0 24.7 20.5 16.3 84.9
HybridRAG 6.1 8.4 5.6 22.4 18.9 14.7 83.9

Hybrid-RACA w/o FT 4.8 11.6 9.2 27.0 22.6 19.4 84.9
Hybrid-RACA FT 5.1 13.3 11.4 28.2 23.0 21.6 84.8
Hybrid-RACA IT 3.7 20.7 18.2 40.3 31.6 35.3 87.8

Youtube
Subtitles

Vanilla OPT 7.7 6.3 2.7 17.8 15.1 13.8 82.2
HybridRAG 5.8 8.5 5.2 22.3 18.1 17.4 83.5

Hybrid-RACA w/o FT 5.0 9.9 7.4 22.1 18.4 18.1 83.2
Hybrid-RACA FT 5.2 13.4 11.0 27.1 22.0 23.0 84.5
Hybrid-RACA IT 4.2 20.8 18.3 39.2 30.7 34.7 87.4

Table 4: Comparison of the utility performance of the OPT-350M-based Hybrid-RACA models and baselines on
four datasets

PPL GLEU BLEU-4 ROUGE-1 ROUGE-L METEOR BERTScore

Enron
Emails

Vanilla OPT 8.5 5.8 2.6 17.4 14.7 13.5 80.1
Hybrid-RACA 6.3 8.0 5.9 20.0 17.1 15.4 79.6

Hybrid-RACA w/o FT 4.6 9.0 6.9 20.8 17.9 16.9 80.9
Hybrid-RACA FT 4.4 13.8 12.1 26.9 22.6 23.3 83.3
Hybrid-RACA IT 3.3 22.9 20.9 41.6 33.3 37.1 86.9

NIH
ExPorter

Vanilla OPT 7.4 9.3 4.5 25.9 21.1 18.3 84.8
HybridRAG 4.4 10.7 7.1 27.4 22.5 20.8 84.9

Hybrid-RACA w/o FT 4.1 10.9 7.7 26.9 22.5 21.0 84.9
Hybrid-RACA FT 3.7 16.8 14.4 34.9 28.3 29.3 86.7
Hybrid-RACA IT 2.9 24.2 21.9 44.3 35.6 39.4 88.8

Hacker
News

Vanilla OPT 7.5 8.0 4.6 23.1 19.4 15.3 84.1
Hybrid-RACA 7.2 7.5 4.8 20.9 18.0 13.4 83.4

Hybrid-RACA w/o FT 5.6 8.9 6.4 22.6 19.4 15.3 83.8
Hybrid-RACA FT 5.3 14.8 12.8 30.3 24.8 23.6 85.4
Hybrid-RACA IT 3.8 20.2 18.0 39.3 30.8 33.3 87.5

Youtube
Subtitles

Vanilla OPT 9.2 5.7 2.2 16.7 14.2 13.1 82.6
Hybrid-RACA 7.0 7.2 4.1 19.4 16.7 15.5 82.9

Hybrid-RACA w/o FT 5.9 7.1 4.0 18.2 15.7 14.8 82.1
Hybrid-RACA FT 5.5 12.5 9.9 26.1 21.4 22.5 84.6
Hybrid-RACA IT 4.4 20.4 17.8 38.7 30.5 34.8 87.3

Table 5: Comparison of the utility performance of the OPT-125M-based Hybrid-RACA models and baselines on
four datasets

C Examples of the model completions

Table 6 shows a working example for Hybrid-
RACA models and Table 7 and 8 show examples
of failing cases.

Table 7 is a failing case for both OPT-125M
and OPT-350M Hybrid-RACA models. In this
case, the memory doesn’t contain the information
needed to complete the text. As a large language
model, GPT3.5 is capable of ignoring the memory
and using its parametric memory to generate the
completion. However, the smaller client models
tend to pick entities present in the memory for text

generation despite that the resulting completion is
not factually accurate. Table 8 shows an exam-
ple of working case for Hybrid-RACA OPT-350M
IT model, but a failing case for the OPT-125M
based model. In this case, the memories are bullet
points generated from several document chunks;
the client model with limited reasoning abilities
does not allow them to process the memories ex-
tensively and reorganize them. We’ve noticed that
when the small OPT client models combine infor-
mation from different bits of the memories, they
usually end up fabricating wrong facts.
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Improving the memory generator by reducing
duplicate information, and enhancing the reasoning
abilities of the client model or encouraging it to
select more useful memories and ignore irrelevant
content would be some of the ways to address these
failing cases and limitations.
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prompt Air Mata Iboe (Perfected spelling: Air

GPT-3.5 generated reference Mata Ibu) was a musical extravaganza released in December 1941. It was distributed by
Columbia Pictures and premiered at Sampoerna Theatre in Surabaya. It was advertised
under the Dutch title Tran

Hybrid-RACA OPT-125M IT Mata Iboe) was released in December 1941 and was distributed by Columbia Pictures. It
was advertised under the Dutch title Tranen Eener Moeder and was promoted as a "musical
extravaganza".

Hybrid-RACA OPT-350M IT Mata Iboe) was released in December 1941 and was distributed by Columbia Pictures. It
was advertised under the Dutch title Tranen Eener Moeder and was promoted as a "musical
extravaganza".

Table 6: A working case for Hybrid-RACA models

prompt Viva el Príncipe (English: Long Live the Prince) is the thirteenth studio album by Mexican
recording artist

GPT-3.5 generated reference Cristian Castro. It was released on November 30, 2010 and was met with critical acclaim.
The album peaked at No. 5 on the Argentine Chamber of Phonograms and Videograms
Producers pop charts and received gold

Hybrid-RACA OPT-125M IT David Jeffries. It was released on November 30, 2010 worldwide and peaked at No. 5 on
the Argentine Chamber of Phonograms and Videograms Producers pop charts. The album
was certified diamond by AMPROF

Hybrid-RACA OPT-350M IT David Jeffries. It was released on November 30, 2010 worldwide and peaked at No. 5
on the Argentine Chamber of Phonograms and Videograms Producers pop charts. It was
certified diamond by AMPROFON

Table 7: A failing case for Hybrid-RACA models.

prompt "Make Me Like You" is a song by American singer Gwen Stefani

GPT-3.5 generated reference , released as the second single from her third studio album This Is What the Truth Feels
Like. The track was written by Stefani, Justin Tranter, Julia Michaels, Mattias Larsson
and Robin Fredriks

Hybrid-RACA OPT-125M IT that has become a classic. Released digitally on February 12, 2016 as the album’s second
single, it was serviced to mainstream radio on February 16, 2016 in the United States. The
track was written by Stefani

Hybrid-RACA OPT-350M IT that was released digitally on February 12, 2016. It was written by Stefani, Justin Tranter,
Julia Michaels, Mattias Larsson and Robin Fredriksson under their stage name Mattman
& Robin. The

Table 8: A working case for Hybrid-RACA OPT-350M IT but failed for other variants.
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