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Abstract

Accurately retrieving relevant bid keywords for
user queries is critical in Sponsored Search but
remains challenging, particularly for short, am-
biguous queries. Existing dense and generative
retrieval models often fail to capture nuanced
user intent in these cases. To address this, we
propose an approach to enhance query under-
standing by augmenting queries with rich con-
textual signals derived from web search results
and large language models, stored in an on-
line cache. Specifically, we use web search
titles and snippets to ground queries in real-
world information and utilize GPT-4 to gener-
ate query rewrites and explanations that clar-
ify user intent. These signals are efficiently
integrated through a Fusion-in-Decoder based
Unity architecture, enabling both dense and
generative retrieval with serving costs on par
with traditional context-free models. To ad-
dress scenarios where context is unavailable
in the cache, we introduce context glancing,
a curriculum learning strategy that improves
model robustness and performance even with-
out contextual signals during inference. Ex-
tensive offline experiments demonstrate that
our context-aware approach substantially out-
performs context-free models. Furthermore,
online A/B testing on a prominent search en-
gine across 160+ countries shows significant
improvements in user engagement and revenue.

1 Introduction

Sponsored search is a primary revenue model for
many search engines, where advertisements are
displayed alongside organic search results. In
this model, advertisers bid on specific keywords
to target user intents relevant to their business
objectives. They can select various match types
to determine how closely their keywords align
with user queries. For instance, the exact match
type restricts keyword matching to queries that
precisely share the same intended meaning. In

Query: ad623armz reel
Web Results:
Title 1: AD623ARMZ-REEL7 Analog Devices Inc. | Integrated
Circuits (ICs) | DigiKey
Snippet 1: AD623ARMZ-REEL7 – Instrumentation Amplifier
1 Circuit Rail-to-Rail 8-MSOP from Analog Devices Inc . . .
Query Profile:
Rewrites: ad623armz analog amplifier reel, analog devices reel
of ad623 armz, ad623armz tape and reel, ...
Intent: The user is looking for a specific integrated circuit (IC)
chip, the AD623ARMZ, that is sold in a reel package. A reel
package is a type of bulk packaging that contains many IC chips ...
Retrieved Keywords:

Unity (Context-free):
1. fishing rods reels and gear
2. fishing reels with rod
3. fishing rods fishing reels

Augmented Unity (with Context):
1. ad623armz reel analog devices
2. ad623armz reel7 analog devices
3. ad623armz microchip

Table 1: Table illustrates how incorporating web results
and LLM-generated Query Profile enables our proposed
Augmented Unity model to retrieve relevant keywords.

contrast, more flexible match types, such as
phrase and smart match, enable advertisers to
target a broader range of search intents with their
keywords. Retrieving relevant bid keywords for a
user query is a critical task in sponsored search,
directly influencing both the revenue generated
and the quality of ads served to users.

Prior Work and Challenges: Traditionally,
keyword retrieval has been approached as a
standard information retrieval task. Some methods
utilize dual encoders to map queries and keywords
into a shared semantic space, with optional use
of a one-vs-all classifier to rerank the shortlisted
keywords (Mittal et al., 2021; Dahiya et al.,
2021, 2022). Another line of research considers
this problem as a constrained Natural Language
Generation (NLG) task, where language models
transform queries into relevant keywords (Mo-
hankumar et al., 2021; Lian et al., 2019; Qi et al.,
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2020; Valluri et al., 2024). A recent approach,
Unity (Mohankumar et al., 2022), integrates Dense
Retrieval (DR) and NLG methodologies into a
unified model, harnessing the strengths of both
while requiring only a single model. Despite these
advancements, existing methods struggle with
short and ambiguous queries. As shown in Table
1, the query "ad623armz reel" - which actually
refers to an integrated circuit by Analog Devices -
is incorrectly associated with keywords related to
fishing reels, leading to the retrieval of irrelevant
ads. This issue largely stems from the use of
shallow transformer models, which are necessary
to meet strict online latency requirements but have
limited capacity to encode complex world knowl-
edge. Consequently, understanding specialized
terms like "ad623armz" becomes challenging
without any additional information.

Our Contribution: To address these limitations,
we introduce Augmented Unity, a framework for
context-aware retrieval in sponsored search. Our
approach utilizes a large dynamic cache to enrich
queries with contextual signals. This cache in-
cludes organic search results, such as titles and
snippets from the top-k web documents for each
query. Additionally, we create a Query Profile
for each query, containing multiple rewrites and
a description of the user’s potential intent, gener-
ated using GPT-4, and store them in the cache. If a
query is absent from the cache, an offline pipeline is
triggered to generate this context, ensuring its avail-
ability for future instances of the same query within
a short timeframe. Our Augmented Unity model
employs a Fusion-in-Decoder architecture, which
enables efficient processing of diverse contexts. We
train this model using a curriculum learning strat-
egy termed context glancing, which progressively
introduces more challenging scenarios with vary-
ing levels of context availability. Our evaluations
show that Augmented Unity significantly outper-
forms the context-free Unity model by 19.9% in
exact match Precision at 100, while maintaining a
comparable online GPU serving cost (within 7-9%).
Moreover, Augmented Unity, trained with context
glancing, demonstrates robust performance even
when context signals are absent, matching the per-
formance of the Unity model. Through extensive
online A/B testing, we show that Augmented Unity
achieves a 1% and 1.4% increase in ad revenue
for English and non-English queries, respectively,
without any statistical change in ad defects.

2 Proposed Method: Augmented Unity

Figure 1 provides an overview of our Augmented
Unity workflow. We use a context cache to store
and retrieve query context signals. For incoming
queries, we first check the cache. In case of a cache
miss, an asynchronous offline pipeline is triggered
to generate the context signals. These signals are
then used to update the cache, ensuring their avail-
ability for future occurrences of the same query.
This section is structured as follows: Section 2.1
details the various context signals employed. Sec-
tion 2.2 outlines our efficient model architecture
for integrating these signals. Section 2.3 introduces
context glancing, our curriculum learning strategy
designed to enhance model performance and ro-
bustness in scenarios with missing context signals.

2.1 Query Context Signals

We utilize two sources of query-level signals to pro-
vide richer context and disambiguate user intent:

Web Search: Organic search results, often highly
relevant to user intent, provide valuable contextual
information. We utilize the title and snippet of
each web result, offering a concise summary of the
webpage content. For example, as demonstrated
in Table 1, web titles and snippets help identify
"ad623armz" as an electronic IC chip from Ana-
log Devices Inc., leading to the retrieval of key-
words with spans such as "analog devices" and
"microchip". We mine web results from the logs of
a prominent search engine. To account for location-
based variations in search results, we utilize the
country where a query is most frequently searched.
In cases of multiple occurrences, the most recent
result is prioritized to ensure up-to-date informa-
tion. We cache the top 10 web results per query
and periodically refresh them to incorporate new
queries and update existing ones.

LLM-generated Query Profile: We leverage the
reasoning abilities and extensive "world knowl-
edge" of large language models like GPT-4 to gen-
erate Query Profile. These profiles comprise of
query rephrases and explanations of potential user
intents, aiding in disambiguation. Table 1 illus-
trates this where Query Profile includes clarifying
rewrites like "ad623armz analog amplifier reel"
and "analog devices reel of ad623 armz". Further,
it includes a concise explanation of the possible
user intent, offering crucial background informa-
tion for query understanding.
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Figure 1: Overview of the Augmented Unity architecture for context-aware retrieval. The system leverages a context
cache to store and retrieve pre-computed query context signals, employing an offline pipeline for cache misses. The
Augmented Unity model, utilizing a Fusion-in-Decoder approach, effectively combines query representations

We utilize various query normalization tech-
niques, including spell correction, to map minor
query variations to a canonical form for cache stor-
age and lookups. With these normalizations, our
cache hit rate is approximately 70% of all user
search requests.

2.2 Model Architecture & Training

We now discuss our proposed architecture that ef-
fectively combines the aforementioned context sig-
nals with the original query. Inspired by the Unity
framework (Mohankumar et al., 2022), we use
a shared model to perform both dense and non-
autoregressive (NAR) generative retrieval, lever-
aging the complementary benefits of the two ap-
proaches at the cost of one. Our model consists
of a encoder E with Le transformer encoder lay-
ers and a NAR decoder D with Ld transformer
decoder layers. We first encode the query Q =
{w0

1, . . . , w
0
l0} of length l0 and each context signal

Ci = {wi
1, . . . , w

i
li
} of length li, independently

using the encoder, obtaining hidden states H =
{Hi}ni=0, where Hi = {hi

1, . . . ,h
i
li
} ∈ Rli×d, H0

corresponds to the query’s hidden states, {Hi}ni=1

represents the hidden states of the n context sig-
nals, and d represents the hidden size. Follow-
ing the Fusion-in-Decoder (FiD) approach (Izac-
ard and Grave, 2020), we concatenate these hid-
den states into H̃ = [H0, . . . ,Hn] ∈ Rl×d, where
l =

∑n
i=0 li, and leverage them within our NAR de-

coder D. This decoder utilizes bidirectional atten-
tion without a causal mask and receives the original
query Q as input, as opposed to right-shifted target
tokens in autoregressive models. After processing
through the Ld decoder layers, we obtain final hid-
den states G = {g1, . . . ,gl0} ∈ Rl0×d. These

are used to compute the dense retrieval embedding
e(Q) and the NAR token probabilities P (kt|Q):

e(Q) = Attention(g̃,GWK ,GWV )

P (kt|Q) = Softmax(WOgt)

where WK ,WV ∈ Rd×d′ are attention key and
value matrices, g̃ ∈ Rd′ is a learnable query vector,
WO ∈ RV×d represents the language modeling
head’s weight matrix, and d′ and V correspond to
the dense embedding and vocabulary sizes, respec-
tively. We train the model using a combination of
the contrastive loss with in-batch negatives for DR
and the negative log-likelihood loss for NLG:

L(θ,B) = −1

|B| (L
N (θ,B) + λLD(θ,B))

LN (θ,B) =
∑

Q,K∈B

∑

kt∈K
logP (kt|Q)

LD(θ,B) =
∑

Q,K∈B
log

exp(Sim(Q,K))∑
K′∈B exp(Sim(Q,K ′))

where B represents a training batch of query-
keyword pairs, θ represents the model’s learnable
parameters, λ is a hyperparamter for weighting the
two losses, and Sim(Q,K) is the cosine similarity
between their dense embeddings: e(Q)T e(K)

||e(Q)||·||e(K)|| .

2.3 Context Glancing
A key challenge in our proposed workflow is ensur-
ing the retrieval model functions effectively both
with and without available context. To address this,
we introduce context glancing, a curriculum learn-
ing based strategy that gradually accustoms the
model to scenarios where context might be absent.
Initially, the model is trained for several epochs
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with context provided for all training examples.
Subsequently, we progressively drop context from
a subset of training examples, increasing the drop
rate throughout the training process. We employ
a combination of random and structured context
dropping methods. For drand fraction of queries,
we randomly drop k contexts, with k sampled uni-
formly from 1 to n. For dweb and dqp fractions of
queries, we drop all web-based and query profile-
based contexts, respectively. Finally, for dall frac-
tion of queries, we remove all context signals. All
drop rate parameters (drand, dweb, dqp, and dall)
are gradually increased during training based on a
linear schedule following an initial warm-up phase
with no context dropping. Our approach follows
the principles of curriculum learning by gradually
introducing increasingly difficult scenarios. The
model initially learns in a context-rich environment,
becoming progressively accustomed to handling
cases with partial or even complete absence of con-
text signals. Notably, the Augmented Unity archi-
tecture adapts to varying numbers of input contexts.

3 Results & Discussion

In this section, we begin by outlining the offline
experimental setup, including the datasets used and
evaluation metrics in Section 3.1. Sections 3.2 and
3.3 discuss the core offline results, showcasing the
performance gains achieved by Augmented Unity.
We further dissect the impact of different compo-
nents within our approach through detailed ablation
studies in Section 3.4. Finally, in Section 3.5, we
discuss our online experiments and results.

3.1 Experimental Setup

Dataset: We construct a dataset of high-quality
query-keyword pairs extracted from the search logs
of a prominent search engine, encompassing 40
languages globally. The training set consists of
approximately 60M unique queries, 240M unique
keywords, and 900M query-keyword pairs. The
keywords are chosen to be either exact, phrase, or
smart match variants of the query. Our test set con-
sists of 1M queries sampled across all languages.
Retrieval is performed against a corpus of 1B key-
words sampled from the full bid keyword corpus.

Evaluation Metrics: Evaluating the quality of re-
trieved keywords for a given query often neces-
sitates nuanced understanding beyond simple n-
gram matching (Mohankumar et al., 2022). While
recent studies (He et al., 2023) demonstrate the

superior accuracy of LLMs like GPT-4 compared
to crowd-sourced human annotators for this task,
using such models for large-scale evaluation over
billions of query-keyword pairs remains computa-
tionally expensive. To address this, we first curate
a large-scale dataset annotated with query-keyword
match type quality (exact, phrase, smart) using
GPT-4. We then use this dataset to train a smaller,
computationally efficient student model capable
of accurately predicting match type quality. We
utilize this student model’s predictions to compute
Precision@K, separately for each match type.

Baselines: We compare Augmented Unity
against several competitive context-free baselines:
CLOVERv2 (Mohankumar et al., 2022), PIXAR
(Valluri et al., 2024), SimCSE (Gao et al., 2021),
NGAME (Dahiya et al., 2022), and Unity (Mo-
hankumar et al., 2022). Due to space constraints,
we provide further details on the baselines and the
implementation details in Appendix A.

3.2 Offline Results
Table 2 presents a comparative analysis of Aug-
mented Unity’s retrieval performance against
prominent context-free NLG and DR methods. Our
results demonstrate that Augmented Unity consis-
tently outperforms the best-performing context-
free baselines across all match types. Specifi-
cally, the NLG component of Augmented Unity
surpasses Unity by 12-20% and the state-of-the-art
PIXAR method by 5-13% in P@100. Note that
our approach of leveraging query context signals
is complementary to the idea of scaling up the vo-
cabulary in PIXAR. Similarly, the DR component
of Augmented Unity showcases substantial gains,
with a 7-20% improvement in P@100 compared
to the baseline Unity DR model. These findings
underscore the effectiveness of our approach in
leveraging additional context to improve query un-
derstanding. Further, despite processing 13x more
tokens due to the inclusion of query context, the
GPU serving cost of Augmented Unity remains
comparable to Unity, within 7-9%. This efficiency
stems from our use of the Fusion-in-Decoder ar-
chitecture, where inference complexity scales as
O(NL2

max), in contrast to O(N2L2
max) when con-

catenating and encoding all N contexts together
(Lmax is the max sequence length of the contexts).

3.3 Evaluation with GPT-4 as Judge
We also conducted additional evaluations with GPT-
4 as the evaluation model. We randomly sampled
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Model
Exact Match Phrase Match Smart Match GPU

CostP@100 P@200 P@100 P@200 P@100 P@200
NLG

CLOVERv2 6.78 4.97 16.58 14.08 31.83 28.04 1.17x
Unity NLG 7.00 5.14 16.93 14.36 32.69 28.81 1.17x
PIXAR 7.50 5.48 18.12 15.30 34.87 30.54 1.41x
Aug Unity NLG (Ours) 8.43 6.21 19.06 16.26 36.88 32.35 1.26x

DR
NGAME 9.66 6.77 16.21 12.48 42.86 39.47 1.00x
SimCSE 9.70 6.82 16.50 12.78 43.88 40.26 1.00x
Unity DR 10.58 7.52 18.34 14.20 48.29 44.30 1.00x
Aug Unity DR (Ours) 12.74 8.87 20.86 15.82 52.05 45.66 1.09x

Table 2: Performance and Efficiency Comparison of Augmented Unity with Context-Free Methods. Precision
(P) at 100 and 200 for different match types are reported, along with relative GPU serving cost compared to NGAME

Lang
EM PM SM

Unity Aug Unity Aug Unity Aug
NLG

English 12.05 14.29 24.77 26.74 44.28 48.40
French 9.91 11.90 25.27 27.43 47.33 51.95
German 9.90 11.93 24.38 26.43 41.39 45.54

DR
English 19.09 23.21 28.44 32.99 58.15 66.23
French 17.55 21.75 29.28 34.69 61.86 69.65
German 17.34 21.07 29.18 34.36 58.31 66.32

Table 3: GPT-4 as Judge: Precision@50 for Unity and
Augmented Unity with GPT-4 as the evaluation model

1000 queries each from English, French, and Ger-
man from our test set, and retrieved the top 50 key-
words from Unity and Augmented Unity. These
query-keyword pairs were then evaluated by GPT-4,
which provided binary judgments for exact, phrase,
and smart match quality. Table 3 presents the re-
sults, demonstrating that Augmented Unity consis-
tently outperforms Unity across all three languages
and match types. We observe an average relative
improvement of 12.6% for NLG and 17.7% for DR,
further validating the effectiveness of our proposed
approach in improving keywords retrieval.

3.4 Ablation Studies

Augmented Unity incorporates three key compo-
nents: (i) leveraging various query contexts from
both web search results and LLM-generated Query
Profiles, (ii) utilizing multiple instances of each
context type, (iii) using context glancing to en-
hance model robustness to scenarios with missing
context signals. To understand the contribution of
each component, we conducted a series of ablation
studies, which are detailed below:

Context (Num) EM PM SM
None (0) 10.45 17.35 45.70
Web Title (4) 11.61 19.13 49.58
Web Snippet (4) 11.16 18.45 48.07
QProfile Rewrites (4) 11.60 19.32 49.47
QProfile Intent (1) 12.07 20.06 49.86
Web Title (4) + Snippet (4) 11.63 19.18 49.70
QProfile Rewrites (4) + Intent (1) 12.17 20.15 49.96
All (13) 12.74 20.86 52.05

Table 4: Precision@100 for Augmented Unity DR with
different types of query contexts used during inference

Context Type: Augmented Unity leverages four
distinct types of query context: web titles, web
snippets, Query Profile rewrites, and Query Profile
intent. Table 4 shows the impact of using these
different context types on the performance of Aug-
mented Unity DR, as measured by P@100. The
results reveal several key insights: (1) Irrespec-
tive of the type, incorporating any context leads
to a substantial performance gain over the context-
free scenario. This highlights the inherent value of
each signal in enhancing query understanding. (2)
Among the four types, Query Profile intent yields
the largest performance gains. This could be be-
cause the intent derived from GPT-4 often provides
a concise and accurate explanation of the user’s
underlying intent, directly aiding in disambigua-
tion. (3) Utilizing both web results and Query Pro-
file context outperforms using either source alone.
This indicates that these sources provide comple-
mentary information, highlighting the importance
of leveraging them jointly.

Number of Context Instances: While utilizing
various context types proves beneficial, determin-
ing the optimal number of contexts to use is crucial.
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# Context Context EM PM SM

4
1 Title + 1 Snippet +
1 Rewrite + Intent

12.03 19.89 49.20

7
2 Title + 2 Snippet +
2 Rewrite + Intent

12.32 20.08 50.04

13
4 Title + 4 Snippet +
4 Rewrite + Intent

12.74 20.86 52.05

31
10 Title + 10 Snippet +

10 Rewrite + Intent
12.55 20.39 50.57

Table 5: Precision@100 for Augmented Unity DR with
different numbers of context instances used

Context w/o GG w CG ∆

None 14.36 17.35 20.8%
Web Title 17.04 19.13 12.3%
Web Snippet 16.17 18.45 14.1%
QProfile Rewrites 17.06 19.32 13.3%
Qprofile Intent 19.30 20.15 4.4%
Web Title + Snippet 17.14 19.18 11.9%
Qprofile Rewrites + Intent 19.30 20.15 4.4%
All 19.80 20.86 5.3%

Table 6: Phrase Match P@100 for Augmented Unity
DR trained with and without Context Glancing (CG)

To investigate this, we varied the number of web ti-
tles, web snippets, and query profile rewrites. Table
5 displays the P@100 scores for different number
of contexts used per type. As evident from the re-
sults, increasing the number of contexts per type
from 1 to 4 consistently enhances retrieval perfor-
mance. However, further increasing the number of
contexts to 10 leads to a performance decline. This
suggests that while incorporating multiple contexts
per type can be advantageous up to a certain point,
including an excessive number of potentially noisy
contexts can negatively impact retrieval accuracy.

Context Glancing: Table 6 demonstrates the ef-
fectiveness of our context glancing strategy in en-
hancing model robustness. Without context glanc-
ing, the model exhibits a significant performance
drop of 27.5% (in terms of phrase match P@100)
when context signals are unavailable during infer-
ence, highlighting an over-reliance on availability
of context. However, incorporating context glanc-
ing consistently improves performance across all
scenarios, regardless of context availability. For in-
stance, in the complete absence of context, context
glancing leads to a 20.8% improvement in phrase
match P@100. Remarkably, even when full context
is provided, context glancing still yields a 5.3% per-
formance gain. This suggests that our approach of
gradually exposing the model to increasingly chal-
lenging scenarios not only enhances robustness to

Language ∆ Revenue ∆ Clicks ∆ QBR ∆ Defect
English 1.00% 0.33% 0.01% 0.02%
Non-english 1.44% 0.72% 0.18% 0.19%

Table 7: Online A/B results on a commercial search
engine. Gray color indicates p-value > 0.01

Decile
∆ Query Coverage ∆ Ad Impressions

English Non-English English Non-English
1 0.66% 1.49% 0.84% 1.71%
2 0.09% 0.70% 0.01% 0.35%
3 1.16% 0.48% 0.37% 0.86%
4 0.49% 0.51% 0.26% 0.48%
5 0.41% 0.51% 0.59% 0.61%
6 0.35% 0.56% 0.55% 0.70%
7 0.61% 0.71% 0.66% 0.54%
8 0.76% 0.69% 0.98% 0.74%
9 0.51% 1.12% 1.47% 1.09%
10 1.07% 0.76% 1.66% 0.76%

Table 8: Percentage Change in query coverage and Ad
impression for different deciles in online A/B tests on
sponsored search

missing context but also leads to a more generaliz-
able model with improved overall performance.

3.5 Online A/B Testing

To validate the effectiveness of Augmented Unity
in a real-world setting, we conducted extensive
online A/B testing for 30 days on live traffic of
a prominent commercial search engine, spanning
over 160 countries. We deployed both the NLG
and DR components of Augmented Unity and com-
pared their performance against an ensemble of
state-of-the-art retrieval techniques, including pro-
prietary DR and NLG models, Unity, large lan-
guage models, extreme classification, and graph-
based methods. We measured the overall revenue,
ad clicks, Quick Back Rate, and ad defect. Quick
Back Rate (QBR) denotes the percentage of ad
clicks with users quickly returning to the search
results page. Ad defect, measured by offline rele-
vance models, denotes the percentage of irrelevant
ads shown to users. Table 7 summarizes the on-
line A/B testing results, segmented by English and
non-English queries. Augmented Unity improved
user engagement, yielding statistically significant
increases in overall clicks – a 0.72% lift for non-
English queries and a 0.33% lift for English queries.
Critically, these gains were not accompanied by any
statistically significant degradation in QBR or ad
defect. This suggests that Augmented Unity was
able to retrieve keywords that aligned with the user
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intent.
We also analyzed our online A/B experiment

results by grouping queries into frequency-based
deciles. Decile 1 contains highly frequent queries,
while decile 10 consists of a large number of rare
queries. Table 8 shows the query coverage (the frac-
tion of queries for which any sponsored content was
shown) and ad impressions (the total number of ads
displayed). We observe an increase in both query
coverage and ad impressions across all deciles,
with particularly strong gains on tail queries, which
are often longer and more ambiguous. As a result
of the improved user engagement, we observed
substantial revenue gains – 1.43% for non-English
queries and 1.02% for English queries – underscor-
ing the tangible business impact of our approach
within a real-world sponsored search ecosystem.

4 Conclusion

In this paper, we introduced Augmented Unity, a
novel approach that leverages rich query context to
enhance sponsored search retrieval. By integrating
web search results and GPT-4 generated Query Pro-
files, Augmented Unity effectively disambiguates
user intent and retrieves more relevant bid key-
words. Furthermore, our proposed context glanc-
ing strategy ensures robust performance even when
contextual information is unavailable. Through
extensive offline experiments and rigorous online
A/B testing on a commercial search engine, we
showed substantial improvements in key metrics
such as retrieval accuracy, user engagement (ad
clicks), and ad revenue. These findings underscore
the significant potential of incorporating contex-
tual information for achieving more effective and
efficient sponsored search retrieval.
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A More Details on Experimental Setup

This section provides further details about the ex-
perimental setup, including baseline descriptions
and implementation details.

A.1 Baselines
We compare Augmented Unity against strong base-
lines in both dense retrieval (DR) and natural lan-
guage generation (NLG) for keyword retrieval:

Dense Retrieval: We utilize the same baselines as
reported in (Mohankumar et al., 2022): NGAME
(Dahiya et al., 2022) and SimCSE (Gao et al.,
2021). Both NGAME and SimCSE employ a
siamese dual encoder architecture to represent
queries and keywords in a dense vector space. How-
ever, they differ in their approaches to curating
negatives and their training objectives. SimCSE
uses a contrastive InfoNCE-style loss with in-batch
random negatives, while NGAME adopts a triplet
margin loss. Moreover, NGAME uses a clustering-
based strategy to curate batches, ensuring that the
batches themselves contain hard negatives. In addi-
tion to these methods, we also compare against the
DR component of the Unity model, which utilizes
a dual encoder architecture similar to NGAME.

NLG: We compare our model against CLOVERv2,
the NLG component of Unity (Mohankumar et al.,
2022), and PIXAR (Valluri et al., 2024) as NLG
baselines. All these models are non-autoregressive,
predicting the keyword token distribution inde-
pendently and in parallel. Autoregressive mod-
els, though potentially effective, are impractical
for online deployment due to significantly higher
latency and inference costs (Mohankumar et al.,
2022). CLOVERv2 utilizes an encoder-based ar-
chitecture with a language modeling head to map
the hidden states to the vocabulary space, thereby
obtaining the final token distributions. It then per-
forms a constrained beam search using a Trie to
produce the predicted keywords. Unity leverages a
similar approach while sharing its model with the
DR component. PIXAR scales up the target vo-
cabulary in non-autoregressive models to include
phrases.

A.2 Implementation Details
Model details: For Augmented Unity, We employ
a 4-layer encoder and 4-layer decoder architecture
(Le = 4, Ld = 4) with a hidden size (d) of 512, uti-
lizing the multilingual 250k vocabulary of XLM-R
(Conneau et al., 2020). The model is trained from
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Language Unity Aug ∆

English 22.69 26.88 18.5%
German 23.00 27.88 21.2%
French 22.83 27.45 20.2%
Maltese 5.86 8.44 44.1%
Icelandic 7.62 10.81 41.8%
Lithuanian 9.55 13.53 41.8%
Latvian 10.38 14.46 39.3%
Albanian 7.95 10.93 37.5%
Slovenian 11.58 15.63 35.0%

Table 9: Phrase Match P@100 for Augmented Unity
and Unity DR across different languages

scratch. For NGAME, SimCSE, Unity, and PIXAR,
we utilize the XLM-R base encoder model initial-
ized with pretrained weights. The dense retrieval
embedding size (d′) is set to 128.

Training details: All models are trained with a
learning rate of 5 × 10−5, 1000 warmup steps,
and an effective batch size of 16384 for 10 epochs.
When using context glancing, we train for first 3
epoch without any context dropping and then lin-
early increase each dropping rate parameter (drand,
dweb, dqp, and dall) to a maximum value of 10%.
We utilize the Adam optimizer with a linear decay
learning rate scheduler. The dense retrieval loss
weight hyperparameter (λ) is set to 1. We train
all our models on 16x AMD Mi200 GPUs with
DeepSpeed stage 1.

B Multilingual Analysis

Table 9 presents a language-wise breakdown of
phrase match P@100 for Augmented Unity DR
and Unity DR. Augmented Unity demonstrates
consistent improvements across all languages, in-
cluding high-resource languages like English, Ger-
man, and French. Notably, we observe a substan-
tial 18.5% relative gain in phrase match P@100
for English. The gains are even more pronounced
for low-resource languages like Maltese and Ice-
landic, highlighting the benefits of incorporating
additional context, particularly when training data
is limited. These results suggest that incorporating
additional context is particularly beneficial for lan-
guages with limited training data. We also note that
the Query Profile intent is generated in English re-
gardless of the query language and hence provides
valuable cross-lingual context, aiding in improved
query understanding for tail languages.

C Error Analysis

While Augmented Unity leads to significantly bet-
ter model performance overall, there are a few cases
where adding context can lead to errors. Table 10
shows a few selected failure modes for the model.

D Alternatives to GPT-4 for Query Profile

Running GPT-4 for a large number of queries to
build a sufficiently large Query Profile cache can
get fairly expensive. In order to mitigate this, we
experiment with a finetuning based approach with
Mistral 7B (Jiang et al., 2023) with LoRA (Hu
et al., 2022) for generating QProfile Rewrites. We
evaluate the generated rewrites on three metrics
precision, novelty and diversity. Precision is cal-
culated as described in 3.3, while novelty and di-
versity are calculated by GPT-4, where we get a
score between 1-5 for novelty for each of rewrites
and a score between 1-5 for diversity for all 10
rewrites together. Table 11 shows a comparison
of results between rewrites generated by GPT-4
and Mistral-7b. Our results show that fine-tuned
Mistral-7B achieves comparable performance to
GPT-4 in terms of query rewrite precision, at the
cost of novelty and diversity, while significantly
reducing inference costs. Improving novelty and
diversity without losing out on precision could be
a fruitful direction for a future work.
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Example: Noise from Web Snippets

Query compensation injury claim

Web Snippet Report an occupational injury to the Compensation Fund
Report injuries sustained by your employees in the course
of their work to the Compensation Fund within seven days of
the occurrence. The fund covers permanent, casual workers,
trainees and apprentices who are injured in the course of
their work and lose income or are impaired as a result

Predictions
Augmented Unity what to claim on income tax

Unity compensation for injury

Analysis
The model incorrectly picked up the token “income” from the context, leading to an irrelevant
keyword related to income tax.

Example: Location Bias
Query cruises singles

Web Title Singles Cruise Deals | Marella Cruises | TUI.co.uk

Predictions
Augmented Unity cruises holidays uk

Unity cruises for singles only

Analysis
The cached web result was location-specific (UK), leading to a geographically biased keyword
retrieval.

Table 10: Some qualitative examples of failure modes for Augmented Unity compared to Unity.

Model Precision@10
Avg Novelty

(1-5)
Avg Diversity

(1-5)
GPT-4 6.9 2.19 2.53

Finetuned Mistral-7b 7.62 2.05 2.36

Table 11: Performance of Finetuned Mistral-7b vs GPT-4 for QProfile Rewrites
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