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Abstract

These days, there is an increasing necessity to
provide a user with a short knowledge-snippet
for a query in commercial information retrieval
services such as the featured snippet of Google.
In this paper, we focus on how to automatically
extract the candidates of query-knowledge snip-
pet pairs from structured HTML documents by
using a new Language Model (HTML-PLM).
In particular, the proposed system is power-
ful on extracting them from Tables and Lists,
and provides a new framework for automate
query generation and knowledge-snippet ex-
traction based on a QA-pair filtering procedure
including the snippet refinement and verifica-
tion processes, which enhance the quality of
generated query-knowledge snippet pairs. As
a result, 53.8% of the generated knowledge-
snippets includes complex HTML structures
such as tables and lists in our experiments of
a real-world environments, and 66.5% of the
knowledge-snippets are evaluated as valid.

1 Introduction

The continued expansion of the internet landscape
and the explosion of digital content have led to a
tremendous increase in the amount of web data,
including news, blogs, forums, social media, and
other websites. In the vast ocean of information,
users are demanding effective and expedient meth-
ods of filtering and accessing information, which
can return the information that meets the user’s
needs. In this context, knowledge-snippet (‘“Fea-
tured Snippets” in Google), a compressed excerpt
that contains the answer to a user query, are playing
an important role in helping users obtain the infor-
mation they require with greater speed and ease.
Users should be able to get enough information
relevant to their query from the knowledge snippet,
and knowledge snippets should be able to be ex-
tracted from different document structures, such as
lists and tables, as needed.
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Figure 1: Overview of Knowledge-Snippet Service. For
search engines, the return of search results needs to be
done in a very short time, so the framework needs to be
able to pre-generate knowledge-snippets and queries.

While several studies have demonstrated satisfac-
tory performance in extracting knowledge-snippets
from plain text documents, there are two primary
limitations in returning knowledge-snippets from
real-world web documents. Firstly, it is more chal-
lenging for models to identify knowledge-snippets
when the user desired answer is located within a
section of the structured part, such as a table and a
list. Secondly, since the users have limited patience,
the system has a limitation in utilizing sophisticated
language models, which can significantly prolong
the search process.

In response to these limitations, we suggest a
novel framework: Hyper-QKSG. Our system trains
an HTML-based language model for extracting in-
formation from the structured HTML documents.
The framework utilizes the model to generate an-
ticipate query-knowledge snippet pairs for each
document and score them for further verification
and refinement in order to enhance their quality.
Our framework are more than 66.5% useful with-
out any post-processing in human evaluation on
real-world environments. Figure 1 shows how the
Hyper-QKSG can work in real-world web search
situations.
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Figure 2: Hyper-QKSG is a framework for generating relevant queries and knowledge-snippets for a document
without the user’s query information. It consists of three main stages: Generate Query-Answer Pair, Refine Process,

and Extract Snippet.

2 Related Work

2.1 Query-aware Snippet Extraction

Query-aware snippet extraction is a commonly em-
ployed technique aimed at aiding users in grasp-
ing webpage content before clicking (Bando et al.,
2010, Chen et al., 2020). Recently, Zhong et al.
(Zhong et al., 2021) presented QMSUM, which
employs a fixed PLM and CNN to encode sen-
tences and queries, alongside a Transformer to
model interactions between sentences. In a sim-
ilar vein, Zhao et al. (Zhao et al., 2021) proposed
QBSUM, which concatenates queries and webpage
bodies, leveraging multiple predictors to compute
relevance scores. For abstractive generation mod-
els, Ishigaki et al. (Ishigaki et al., 2020) utilized an
RNN network with a copy mechanism to generate
query-aware snippets.

2.2 Visually-rich Document Understanding

There have been many attempts to understand not
only unstructured textual data but also structured
visually-rich data. The SOTA was achieved in tasks
such as complex document understanding (Gral-
inski et al., 2020), document type classification
(Harley et al., 2015), and document visual ques-
tion answering (Mathew et al., 2021) by pretrain-
ing using digitally-born PDF files. Meanwhile, at-
tempts have also been made to understand markup-
languages such as HTML/XML. Xie et al. (Xie
et al., 2021) utilizes an encoder model to encode
web content, detects regions of interest, and then
extracts relational triples.In addition, Li et al. (Li
et al., 2022) jointly pre-learns text and markup lan-

guages in a single framework for markup-based
Visually-rich Document Understanding tasks.

3 METHODOLOGY

Figure 2 provides the overview of Hyper-QKSG.
The overall framework consists of the following
three stages: 1) generating Query-Answer (QA)
pairs to extract knowledge-snippets, 2) improv-
ing QA pairs with refinement, and 3) extracting
knowledge-snippets. For the first stage, the HTML-
answer extraction model and the query generation
model are used to extract answer candidates and
generate their corresponding queries, respectively.
In the second stage, the answer candidate and query
pairs are refined sequentially. In the third step, the
HTML-snippet extraction model is developed to
extract knowledge-snippets.

Section 3.1 introduces the details of the overall
framework, Section 3.2 explains how to pretrain
the HTML-PLM model, which is the backbone
model of the HTML-answer and HTML-snippet
extraction models, and Section 3.3 discusses the
finetuning of each pipeline system in the overall
framework.

3.1 Hyper-QKSG Framework

3.1.1 Query-Answer Pair Generation

Answer candidates extraction Firstly, the HTML-
answer extraction model finds answer candidates
that could be the correct answer. The title and
passage of a document are used as input to the
HTML-answer extraction model, and important
keywords of the document are selected as answer
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candidates. The HTML-extraction model outputs
the probability of each extracted answer candidate,
and it will be used as the confidence score of each
extraction answer, as Equation 1.

s(a;) = Pga(a;lt,p) (1)

where s(a;) is the confidence score of answer
candidate a;, Pga is the probability that the
HTML-answer extraction model predicts a; as
answer candidate, t means the title of a document,
and p denotes each passage of the document. The
top K answer candidates are extracted based on
these confidence scores. We attempt to extract
more diverse answer candidates by changing the
token lengths in two types; answer candidates
with less than 4 tokens and ones with 4-16 tokens,
separately.

Query generation The HyperCLOVA(Kim
et al., 2021), Korean pretrained decoder model, is
employed for generating queries for each answer
candidates. The query generation model predicts a
query to induce each answer candidate by using
the prompt, "<Context> passage <Target> answer
candidate <Query>".

QA-pair filtering Generated query-answer
(QA) candidate pairs are double-checked to ensure
that they are appropriate or not. During this
process, two methods are used to remove inap-
propriate QA paris: non-maximum suppression
(NMS) and answer filtering by confidence score.

Because the HTML-answer extraction model
predicts the start and end tokens independently,
there may be some overlapping answer candidates
in the top-k pairs. Thus we employ NMS tech-
nique (Canny, 1983), which was mainly used in the
field of object detection in computer vision. We
remove one answer candidate with lower answer
confidence score, if the Intersection over Union
(IoU) value between two answer candidates is cal-
culated with token intersection and the value is
greater than threshold ¢.

Due to the structural information in the docu-
ment, some unimportant spans are extracted as
answer candidates and it lead wrong QA pairs.
To eliminate such cases, we propose a confidence
score-based answer filtering technique, which is
based on the assumption that if the QA pair has a
significant relationship, the confidence score of the
answer candidate extracted based on the generated

query is higher than the score of the answer candi-
date extracted based on the title. We calculate the
confidence score of each answer candidate based
on the generated query and remove the QA pairs
whose confidence score is lower than the existing
confidence score. This allows filtering out mean-
ingless answer candidates or irrelevant generated
queries.

3.1.2 Answer and Query Refinement

Since the answer candidates from Section 3.1.1 are
obtained by title instead of the query, the gener-
ated QA pair could be of poor quality. Therefore,
the generated QA pairs should be refined by re-
extracting the answer candidates and re-generating
their queries. A generated query and its correspond-
ing document are inputted into the HTML-answer
extraction model to predict the new answer of the
query. To re-extract the answer, we utilize the
generated query and the HTML-answer extraction
model with the query can more successfully pre-
dict the answer span. Then the query can be re-
generated by using the re-extracted answers. This
refine process can be iteratively done until the ex-
tracted answer and generated query do not changed.

3.1.3 Knowledge-Snippet Extraction

For QA pairs generated from a document, the
HTML-snippet extraction model searches the
relevant knowledge-snippet from the document.
The HTML-snippet extraction model finds a
knowledge-snippet span that well carries informa-
tion about the query. The knowledge-snippet span
is limited to contain the answer span extracted in
the previous step. Moreover, the extraction scope
can be limited based on the position of the answer
area to prevent the knowledge-snippet from becom-
ing too long. The effect of the limited extraction
scope can be seen in the performance part of the
HTML-snippet extraction model in Section 4.3. Fi-
nally, a knowledge-snippet span can be extracted
based on the given document and the QA pair gen-
erated in the previous step.

3.2 HTML-PLM

It has been claimed that existing plain text-based
pretained language models have limitations in un-
derstanding markup languages (Li et al., 2022,
Aghajanyan et al., 2022). In addition, some stud-
ies claimed that it is more challenging to find the
correct answer in documents with more complex
structure such as tables than to find the correct an-
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Top-10 documents | ratio (%) | ROUGE-1 Human
w/ Dy 98.0 0.205 0.668
w/o Dy 2.0 0.160 0.500
Total 100.0 0.204 0.665

Table 1: The performance of Hyper-QKSG

swer in plain text (Jin et al., 2022, Pasupat and
Liang, 2015, Kim et al., 2019). To pretrain the
HTML-PLM model, the existing Korean pretrained
encoder model, LAYN, is chosen as a backbone
model and reformed according to the structure of
Longformer (Beltagy et al., 2020) with its input
length of 1,024 and attention style. In addition, the
segment embedding is added to the model that is
trained to distinguish between queries and passages,
and it can make our model to well perform on Ma-
chine Reading Comprehension (MRC) tasks. To
train the model based on the relationship between
the HTML document and the query that will be
entered, three objective functions are deployed in
our HTML-PLM: Masked Markup Language Mod-
eling (MMLM), Node Relation Prediction (NRP),
and Query-Page Matching (QPM). The former two
functions are from the previous research by Li et
al. (Li et al., 2022). With MMLM, the model
can enhance the language modeling ability with
the markup clues, by randomly selecting and re-
placing some tokens with [MASK] and recover-
ing the masked tokens with all markup clues, and
with the NRP task, the model can find the seman-
tics of Xpath embedding by predicting the rela-
tionship between a pair of nodes. In the case of
QPM, it is designed for models to efficiently uti-
lize the self-supervised information by predicting
whether the query is relevant for the document or
not. In pretrain stage, we utilized the queries that
returned each document as part of the search results
as pseudo queries for each document. Given an in-
put of pseudo query and document, the QPM task
is trained to predict whether pseudo query is a ran-
domly sampled or relevant. It allows HTML-PLM
to better adapt to the input of the query-passage
structure during the finetuning process.

3.3 Finetuning

HTML-answer extraction model This model
is fine-tuned to identify a correct answer to a
given query. Similar to MRC, the training method
requires the model to predict the start and end
tokens of the correct answer using the existing
MRC dataset that already contains questions and
answers labelled for each document. Annotators

convert questions into the form of queries used
by search systems. The finetuned HTML-answer
extraction model is used in answer refinement
in Section 3.1.2 as well as answer candidates
extraction in Section 3.1.1.

HTML-snippet extraction model The HTML-
PLM extraction model is also finetuned to
identify the knowledge-snippets that contains
the correct answer to each query, similar to the
HTML-answer extraction model. When this model
has a query-document pair as input, it also predicts
the start and end tokens of the knowledge-snippet
for the query. For training, the existing MRC
dataset is utilized; annotators have manually
tagged knowledge-snippets with 2 or 3 sentences
for each QA pair. The details of constructed data is
described in the dataset of Section 4.1.

Query generation model The HyperCLOVA, a
pretrained transformer decoder model, is trained to
generate queries for a given answer. The format
"<Context> passage <Target> answer <Query>" is
used as a prompt for finetuning and inference. The
existing MRC dataset is utilized for finetuning.

4 EXPERIMENTS

4.1 Experiment Settings

Dataset To evaluate its applicability to real-world
services, we built a knowledge-snippet dataset. In
this dataset, one ground-truth knowledge-snippet,
one ground-truth document, and top-10 relevant
documents retrieved through a search engine
for each query are provided; the ground-truth
knowledge-snippet is extracted from the ground-
truth document and these 10 relevant documents
may not include the ground-truth document.

We use the KorQuAD 2.0 dataset (Kim et al.,
2019) and Administrative Document Machine
Reading dataset (ADMR)' for finetuning and
evaluate each pipeline system. The KorQuAD
2.0 dataset is Korean wiki based MRC dataset
with original HTML documents. It contains
10% and 22% questions that required to find the
answer from list and table structures. ADMR
dataset is also Korean based MRC dataset and
we use Table QA subcategory, which allows
to find the correct answer only in tables. The

"https://www.aihub.or.kr/aihubdata/data/
view.do?currMenu=&topMenu=&aihubDataSe=data&
dataSetSn=569
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questions in each dataset are converted to query
by annotators. We also tagged 2 or 3 sentences
containing the answer as a knowledge-snippet span.

Evaluation Metrics We conducted both
quantitative and qualitative evaluations to measure
the performance of the overall framework. First,
we measured the ROUGE-1 similarity between
the ground-truth knowledge snippet and generated
knowledge snippet on the knowledge-snippet
dataset. In addition, we performed human evalu-
ation (Human); human annotators evaluated the
generated query-knowledge snippet pairs whether
a query was relevant to the document and whether
the knowledge snippet contained an informative
answer.

For each pipeline system, we adopt the metrics
of Exact Match (EM), F1 to evaluate extraction
models, and BLEU to evaluate query generation
model.

4.2 Query-Knowledge Snippet Generation

Performance of Hyper-QKSG We design the fol-
lowing experimental settings to evaluate the ap-
plicability of the query-knowledge snippet pairs
generated by the proposed Hyper-QKSG frame-
work to real-world retrieval systems. Given the
query and relevant documents, we first construct k
pseudo query-knowledge snippet pairs for each doc-
ument using the Hyper-QKSG framework. Then
the most relevant one is selected by query similar-
ities between the given query and the generated
pseudo query. The selected knowledge-snippet
is quantitatively evaluated by comparing with the
ground-truth knowledge-snippet, and also human
evaluation is performed to ensure that the returned
knowledge-snippet is relevant to the given query.
Table 1 shows the evaluation results of the
knowledge-snippets generated by the Hyper-
QKSG framework. The D, indicates whether a
ground-truth document, in which the ground-truth
knowledge-snippet is extracted, exists in top-10
relevant documents. Comparing the ROUGE-1
with the ground-truth knowledge-snippet, the
score is 0.205 when the ground-truth document
exists in the top-10 documents and 0.160 without
the ground-truth document. The human evalu-
ation results show that 66.8% of the extracted
knowledge-snippets are valid when the ground-
truth document exists, and 50% are valid when the
ground-truth document does not exist. Overall, the
probability that the knowledge-snippets generated

Format | ratio (%) | ROUGE-1 Human
plain-text 46.2 0.200 0.597
table 20.1 0.226 0.725
list 20.1 0.213 0.750
table-+list 13.6 0.155 0.667

Table 2: The performance of generated knowledge-
snippet according to its format

Model Table (f1)  List (f1)  Total (f1)
LAYN 20.54 26.05 52.28
HTML-answer 49.28 50.27 67.39

(+28.74) (+24.22) (+15.11)

Table 3: The performance of HTML-answer extraction
model on the KorQuAD 2.0 dev. dataset.

by the Hyper-QKSG framework actually provide
meaningful information to the user is 66.5%. In
addition, it is possible to provide more meaningful
and trustworthy knowledge-snippets by utilizing
features other than the content of the document
(e.g., whether the document is from an official site)
and constructing training data from more various
application domains.

Knowledge-snippet format To evaluate whether
the Hyper-QKSG Framework can extract
knowledge-snippets from various structures, we
analyzed the source structures (i.e., plain text,
table, lists, and table+lists) of the generated
knowledge snippets because the key information
of a document might be concentrated on tables
or lists. Table 2 summarizes the statistics. The
knowledge-snippets are generated from wide
variety of document structures, with 20.1% on
table, 20.1% on list, and 13.6% on both table and
list (table+list).

In Table 2, the higher evaluation scores for
knowledge-snippets including table and list struc-
tures prove that the Hyper-QKSG framework better
extract knowledge-snippets regardless of the com-
plex structure of given source documents because
it can well understand the structure of HTML due
to HTML-PLM. Appendix A shows an example of
a generated query and extract snippet in real-world
scenarios.

4.3 Performance of Each Pipeline System

HTML-answer extraction model

To measure the performance of the HTML-
answer extraction model, we evaluated it on the
KorQuAD 2.0 dataset. We compare our model
with LAYN, the backbone encoder model used to
train HTML-answer extraction model, and through
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Model EM F1
LAYN 34.68 58.62
HTML-snippet 3591 (+1.23) 61.36 (+2.74)
+ answer position | 47.70 (+13.02) 76.34 (+7.72)

Table 4: The performance of HTML-snippet extraction
model on the KorQuAD 2.0 dev. dataset.

this comparison, we check out whether it can well
reflect the structural features of HTML documents.
In Table 3, the HTML-answer extraction model,
HTML — answer, achieves much better perfor-
mance than LAYN; "Total" refers to the perfor-
mance on the entire QA dev. dataset and "Table"
and "List" are the results of extracting and evaluat-
ing only the cases where the table or list contains
the ground-truth answer.

The "Total" performance shows that our
HTML-answer extraction model achieves 15.11%p
higher performance. In particular, the performance
increases are 28.74%p and 24.22%p for questions
that require finding answers in tables and lists,
respectively. This shows that existing language
models such as LAYN have great difficulty to
extract information from tables and lists that need
structural information, but our HTML-answer
extraction model can effectively extract answers
by utilizing enough structural information.

HTML-snippet extraction model Herein,
we evaluate the Knowledge-Snippet extraction
model using the same QA dataset. Using the
ground-truth answers in the QA dataset, five anno-
tators conduct the labeling task for a relevant 2-3
sentence region containing a ground-truth answer
as a Knowledge-Snippet region, and each model
was trained to predict the Knowledge-Snippet
regions for a given query.

Table 4 shows the performance of knowledge-
snippet extraction. For knowledge-snippet ex-
traction, the HTML-snippet extraction model per-
formed better, but not much better than answer
extraction. The performance reduction is due to
the longer length of the region being predicted. To
improve the performance, we attempt to use the po-
sition information of ground-truth answer. Using
the position information, we can limit the scope
of the knowledge-snippet search within 100 tokens
before and after the ground-truth answer span. In
this case, we obtain 47.70 and 76.34 in Exactly
Match and F1 scores, respectively. In practice, the
proposed framework predicts the answer span first
and then extracts the knowledge-snippet span later.

Model BLEU
Human 0.273
HyperCLOVA-XXXXS 0.291
HyperCLOVA-XXXS (Ours) 0.322

Table 5: The performance of the query generation model
on the KorQuAD 2.0 dev. dataset. The XXXS and
XXXXS indicate model size

Therefore, the results of this experiment show that
utilizing the answer position results at the overall
pipeline system can achieve much better results.

Query generation model To compare the perfor-
mance of the query generation model, five annota-
tors create ground-truth queries based on the given
context, answer, and question in the dev dataset
of KorQuAD 2.0, and two human evaluators par-
ticipate in this evaluation for comparison with the
query generation performance of our models; they
are not included in the five annotators who convert
questions into queries.

Table 5 shows the performance of the human
and our query generation models. Both models of
different sizes achieve higher BLEU scores than
the queries predicted by humans. Although the
BLEU scores of 0.291 and 0.322 are sufficiently
meaningful performances, we expect to be able to
generate more generalized and robust queries if our
model can train more different styles of queries.

4.4 Ablation Study

Table 6 shows the effect of the filtering and refin-
ing process in the overall framework. To measure
the effect of each process, 1 or 3 most relevant
knowledge-snippets are selected for each query
and they are evaluated by 5 annotators. When the
filtering step is omitted in the Hyper-QKSG frame-
work, it reduces the human evaluation score for
the knowledge-snippets by 0.02 and 0.052 in Pre-
cision@1 and Precision@3, respectively. When
refinement step is omitted, the human evaluation
scores reduces by 0.04 and 0.012. This means that
filtering and refinement processes have a signifi-
cant effect on improving the quality of knowledge-
snippets. Since Precision@1 is a performance met-
ric for the quality of the most relevant knowledge-
snippets, the refinement step, which aims to im-
prove the quality of the knowledge-snippets by
re-extracting answers and re-generating queries,
has more impacts. On the other hand, since
Precision@3 is a metric to evaluate how many
noisy knowledge-snippets are among the gener-
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Method ROUGE-1 Precision@1 Precision@3
Hyper-QKSG 0.212 0.665 0.680
w/o Refinement 0.194 0.625 0.668
w/o Filtering 0.208 0.645 0.628

Table 6: Ablation Study

ated knowledge-snippets, the filtering step serves
to increase precision more by removing noisy QA
pairs.

4.5 Filtering and Refinement

In this section, we analyze the filtering process and
the refinement process. We analyzed the output
of each step of the Hyper-KSQG framework and
found several cases and patterns observed during
the process.

During the filtering process, we found two main
cases. The first is when the wrong answer candidate
is extracted. This is usually caused by documents
with the wrong title, or by over-focusing on some
tags, such as the head tag, to extract content that is
not actually important in document. In the second
case, the query is generated incorrectly during the
query generation process even though the answer
candidates are well extracted. In both of these
cases, the query and the answer are not related to
each other, so the logit value remeasured based on
the query is lower and therefore eliminated.

During the Refine process, we identified three
patterns. 1) The correct answer span covers un-
necessary territory: In this case, by predicting the
correct answer span again based on the Query, the
range of the correct answer span is more accurately
predicted. 2) The answer span picked up unimpor-
tant information as answer candidates: This is the
same type of case 1 of filtering process, but it was
not removed in the filtering process. In this case,
the correct answer to the query often exists around
the answer candidate, and the correct answer to the
query will be located by finding the correct answer
span again. 3) The query becomes more natural
and specific as the answer is refined: The quality
of the regenerated query increases as the answer is
refined during the refinement process. When the
answer candidate extracts only a part of the im-
portant information area, it is often observed that
the query is generated in the form of copying the
correct answer and the surrounding context. In this
case, when the refine answer is re-extracted and
the query is regenerated based on the generated
query, the query is modified to be more natural and
contain more specific information as the correct
answer is modified.

4.6 Documents with wrong title

There are some documents in the web document
database that have titles that are not relevant to
the content. Our framework, which starts with the
process of extracting answer candidates based on
title, may behave poorly on these documents.

While most of the inappropriate knowledge-
snippets can be refined through the filtering
and refinement processes mentioned section 4.5,
there may still be documents that do not extract
enough knowledge-snippets or have inappropriate
knowledge-snippets. However, the impact of these
cases on the actual knowledge snippet service is
negligible. This is because in a real-world search
environment, there are many other documents with
similar content and correct title, from which appro-
priate knowledge-snippets can be extracted. When
a search is performed based on a user query, the
appropriate knowledge-snippets extracted from a
correctly titled document may be more relevant
than an inappropriate knowledge-snippets extracted
from a wrong title.

5 Conclusion

In this paper, we present the query-knowledge snip-
pet extraction framework, the Hyper-QKSG frame-
work, for the effective web search. To develop
this framework, we propose HTML-PLM, which
pretrained HTML-based language models for in-
formation extraction from diverse HTML struc-
tures, and it can significantly enhance the perfor-
mance of HTML-based MRC downstream tasks
in our experiments. In addition, we analyze the
knowledge-snippets generated by the framework
and find that the proportion of knowledge-snippets
with table and list structures is very large in real-
world data. Therefore, the proposed HTML-PLM
is actively utilized in the knowledge-snippet extrac-
tion as more important module. To improve query
and knowledge-snippet quality, we propose vari-
ous filtering, refinement, and verification methods.
These are proven as effective methods through the
ablation study.

Limitations

The Hyper-QKSG model currently extracts only
knowledge-snippets from text-based information
such as plain-text, tables, and lists. The ideal
information retrieval system should also provide
knowledge-snippets based on various modalities,
such as math formulas, pictures, and videos. We
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will explore the application of multi-modal lan-
guage models, which are currently being actively
researched, to develop our framework.
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A Examples of Structured Knowledge
Snippet

Figure 3-a) is an example of a knowledge-snippet
that utilizes the structural information of lists well.
An information-rich document, such as a release
note for a game, commonly have a hierarchical
structure of various lists. The Hyper-QKSG frame-
work well generate queries for specific contexts
within this hierarchical list structure, and extract
which part is relevant to the query by exactly un-
derstanding the structure of the document.

Figure 3-b) shows a result where the knowledge
snippet was extracted from a table. When tables
contain several rows or columns, it is necessary to
return the other rows or columns near the key infor-
mation relevant to the query. The knowledge snip-
pet from Hyper-QKSG contains calorie of the rose
chicken burrito as well as those of others served at
the restaurant.

B Experimental Settings

For HTML-PLM, we use the LAYN, a Korean pre-
trained encoder model, as the backbone model. We
follow the settings of Li et al. (Li et al., 2022) for
the Xpath embedding of the model, which can pro-
vide model with the HTML-tag information of each
document. The probability of Masked Language
Modeling is 15%. For the Query-Page Matching,
we change the query of the document to a ran-
dom document’s query with 50% probability. We
train HTML-PLM with 10,000 Korean HTML doc-
uments with a batch size of 256 and a learning rate
of le-5.

For finetuning HTML-answer and HTML-
snippet extraction models, we train 3 epochs with
batch size 32, learning rate le-4, and Ir decay 0.8.
For the query generation model, we train the Ko-
rean pretrained decoder model, HyperCLOVA, in
3 epochs with batch size 8, learning rate 5e-5, and
Ir decay O.

In the answer candidate extraction model in Sec-
tion 3.1.1, 20 answer candidates for each token
lengths. The IOU threshold ¢ of NMS is set by 0.5

and 0.25 for 1-4 tokens and 5-16 tokens. Although
the refinement process in Section 3.1.2 can be re-
peated to iterate on the answer span and the query,
we only perform the refinement process once in all
experiments.
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< Knowledge-Snippet > < Knowledge-Snippet >

Ej2Rf LEA ) LA He|X|= ZH0|E 2T 191£ (130g) 327 keal
E: %t 2 i
EDETIAEIAA 191£ (170g) 150 keal
VRS 174 (130g) 318 keal
= ;i zgfgw 445/ 2 Mgty L2XF 191% (3509) 300 keal
Of4/8192! KZ{<0] X2 Tsol 20% =3 207|HA £EXF 13] (350g) 285 keal
(EN) (EN)
- Opleratlon:lMechagon - Works_hop o ) ) Tomato Pasta Sauce 1 serving (170g) | 150 kcal
“when e Explosive afx s acive on ytic Keystons iffouty. Rose Ghicken Burrto 1 buto 0590) 1 318 kea
p Y Y Y- Perilla Chicken Noodle Porridge 1 serving (350g) | 300 kcal

< Query > < Query >

(KO) 2 & o7k 2 U E =8 M (KO) ERIX|ZIE 2| E 1018 22|

(EN) “Operation Mechagon Workshop Fixes” (EN) “Rose Chicken Burrito calories per 1 serving”
a) “World of Warcraft” Release notes (List) b) Food nutrition information (table)

Figure 3: Examples of Knowledge-Snippet from various HTML structures. The red boxes indicate the generated
knowledge-snippet by the Hyper-QKSG framework in actual web site. Since the Hyper-QKSG framework generates
Korean-based knowledge-snippets and queries, the generated knowledge-snippets and queries are translated into

English and labeled as (EN).
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