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1 School of Information and Communication Studies, University College Dublin, Ireland
2 Department of Computer Science, University of Sheffield, UK

3 Kempelen Institute of Intelligent Technologies, Bratislava, Slovakia
4 Sirma AI EAD, Sofia, Bulgaria

5 School of Computer Science and Statistics, Trinity College Dublin, Ireland
6 Gerulata Technologies, Bratislava, Slovakia

brendan.spillane@adaptcentre.ie

Abstract

VIGILANT (Vital IntelliGence to Investi-
gate ILlegAl DisiNformaTion)1 is a three-
year Horizon Europe project that will
equip European Law Enforcement Agen-
cies (LEAs) with advanced disinformation
detection and analysis tools to investigate
and prevent criminal activities linked to dis-
information. These include disinformation
instigating violence towards minorities, pro-
moting false medical cures, and increasing
tensions between groups causing civil un-
rest and violent acts. VIGILANT’s four
LEAs require support for English, Spanish,
Catalan, Greek, Estonian, Romanian and
Russian. Therefore, multilinguality is a ma-
jor challenge and we present the current
status of our tools and our plans to improve
their performance.

1 Introduction

Disinformation and other related forms of harmful
content has an increasingly detrimental effect on so-
ciety. It is used to reduce trust in healthcare (Naeem
et al., 2021), politics and rule of law (Bayer et al.,
2019), and influence voting behaviour (Cantarella
et al., 2023) or to increase funding and support for
criminal networks. It has been classified as a strate-
gic threat to the EU and its member states. Due to
its nature, disinformation is extremely difficult for
LEAs to identify, investigate and link to criminal
activities. The Internet and social media platforms,
where anonymity amplifies conspiracy, have pro-
vided ideal conditions for it to grow.
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Research undertaken in previous projects, e.g.
Horizon 2020 PROVENANCE (Yousuf et al., 2021)
and WeVerify (Marinova et al., 2020), focused on
developing supporting tools for journalists, fact-
checkers or to inform the general public about dis-
information. Meanwhile, most European LEAs
have only recently set-up units to investigate crime
related to disinformation. Thus, there is a lack of
technical capabilities and institutional knowledge
necessary to identify and investigate it. Disinfor-
mation that interests LEAs needs to be related to
crimes or have the potential to affect the security
of citizens. Therefore, general purpose tools do not
capture the nuances of these specific cases.

One of the key challenges for VIGILANT is how
to provide tools for multiple LEAs in different coun-
tries and targetting different languages. The con-
sortium includes LEAs from Greece, Spain, Esto-
nia and Moldova. Therefore, as a minimum, the
VIGILANT platform (and its tools) should support:
English (EN), Spanish (ES), Catalan (CA), Roma-
nian (RO), Russian (RU), Greek (EL) and Estonian
(ET). A Community of Early Adopters (CoEA),
which currently has members from Ireland, Spain
and Portugal, has been set up for LEAs who are
not in the consortium but who wish to adopt VIG-
ILANT. The project aims to provide support for
all current and future CoEA required languages to
create a common European platform to investigate
disinformation linked to criminal activities.

2 Multilingual approaches in VIGILANT

To date, most work in disinformation analysis has
been done for English. Developing monolingual
approaches for each language from scratch is not
feasible, given our project’s time-frame and the
need for large amounts of data for training state-
of-the-art models. Approaches that leverage the
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Name EN ES ET CA EL RO RU

Event detection • – – – – – –
Fact-checked claim de-
tection

• • ◦ • • • ◦

Central claim detection • • ◦ ◦ ◦ ◦ ◦
Synthetic text detec-
tion

• • ◦ • ◦ ◦ •

Stance classifier • ◦ ◦ ◦ ◦ ◦ ◦
Hate speech detection • • ◦ ◦ ◦ ◦ ◦
Multilingual entity
linking*

• • • • • • •

Paraphrase-resistant
similarity*

• • ◦ ◦ ◦ ◦ •

Narrative analysis* • ◦ ◦ ◦ ◦ ◦ ◦

Table 1: VIGILANT tools (• = fine-tuning; ◦ = zero-shot; – =
no support). * means that the tool is under development.

knowledge learnt in models developed for the En-
glish language are thus needed.

Language adaptation in VIGILANT is a chal-
lenge for (i) natural language processing (NLP) and
information retrieval (IR) tools; (ii) user interface
and documentation; and (iii) training materials. We
focus on (i), since (ii) and (iii) will be done by LEA
professionals.

Multiple tools are being adapted for VIGILANT
and here we discuss the challenges for multilin-
gual support and our planned approaches. Table 1
presents a list of NLP and IR tools selected to ap-
pear in the VIGILANT platform and their current
language support. Most tools support languages
other than English in a zero-shot way, i.e., the
model is pre-trained on multilingual data, but fine-
tuned for the task only on English data. Although
creating datasets for fine-tuning models in each
language is not feasible, we will aim to create de-
velopment sets (for domain adaptation) and test
sets (to accurately assess whether our tools deliver
multilinguality). These should support (i) the lan-
guages required by the four LEAs who are partners
in the VIGILANT project, (ii) the languages of the
members of the CoEA, and ultimately, (iii) as many
European languages as possible. They will be cre-
ated following strict ethical protocols and will be
made publicly available when possible.

We will explore multiple approaches for multi-
lingual adaptation:

• Further evaluating the few-shot and zero-shot
models capabilities: both for encoder-based
(e.g., multilingual BERT) and decoder-based
models (e.g., GPT-4).

• Machine translation (MT) of the input to EN
to use EN-trained models.

• Using MT for data augmentation and further
fine-tuning of our EN-trained models with data
in different languages.

• Investigating unsupervised domain adaption
techniques, leveraging knowledge from unla-
belled monolingual data for adapting our tools
to other languages.

3 Project timeline and future work

VIGILANT is 16 months into its 36 month lifes-
pan. In the 1st year of the project, we focused on
analysing the tools to be deployed, further develop-
ing and adapting their APIs and on developing new
tools for image/video and network analysis. We
are releasing a minimum viable prototype in 2024
that will integrate NLP and IR tools, supporting EN
only. We expect to develop new approaches adapted
to multilingual settings in the next 12 months.
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