Analysis of the Annotations from a Crowd MT Evaluation Initiative: Case
Study for the Spanish-Basque Pair

Nora Aranberri
HiTZ Basque Center for Language Technologies - Ixa NLP Group

University of the Basque Country (UPV/EHU)
nora.aranberri@ehu.eus

Abstract

With the advent and success of train-
able automatic evaluation metrics, creating
annotated machine translation evaluation
data sets is increasingly relevant. How-
ever, for low-resource languages, gather-
ing such data can be challenging and fur-
ther insights into evaluation design for op-
portunistic scenarios are necessary. In
this work we explore an evaluation initia-
tive that targets the Spanish—-Basque lan-
guage pair to study the impact of design
decisions and the reliability of volunteer
contributions. To do that, we compare the
work carried out by volunteers and a trans-
lation professional in terms of evaluation
results and evaluator agreement and exam-
ine the control measures used to ensure re-
liability. Results show similar behaviour
regarding general quality assessment but
underscore the need for more informative
working environments to make evaluation
processes more reliable as well as the need
for carefully crafted control cases.

1 Introduction

Particularly since trainable neural automatic met-
rics took centre stage in the WMT metrics shared
task in 2022 (Freitag et al., 2022) machine transla-
tion (MT) evaluation data sets annotated for qual-
ity are becoming essential to develop accurate
models. If availing of parallel data with profes-
sional references was not difficult enough, we are
currently faced with the need to collect data that is
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not otherwise produced, in other words, while par-
allel data could be gathered from previously pub-
lished translations, a sentence-(or text-)level nu-
meric quality assessment most usually needs to be
generated for the specific task of metric training.

This situation poses a particular challenge for
low-resource languages which widens the gap be-
tween high- and low-resource scenarios. Firstly,
because pre-trained models such as COMET (Rei
et al., 2020) might not include language-specific
data for small languages and therefore quality pre-
dictions can be unreliable, and secondly, because
collecting relevant annotated data requires a heavy
investment. In this context, resorting to oppor-
tunistic data collections with crowd volunteers is
increasingly tempting.

This new scenario is yet an added reason to in-
crease research efforts on evaluation design. More
rigorous considerations of evaluation methodolo-
gies and design decisions emerged with claims
of human and super-human parity of MT perfor-
mance (Hassan et al., 2018; Barrault et al., 2019).
Researchers claimed that evaluations were not rig-
orous and pointed out issues such as raters’ lack of
translation expertise, the quality of reference trans-
lations, target language interference in source sen-
tences and non-contextualised evaluations as as-
pects that skewed results in favour of MT con-
tenders (Laubli et al., 2018; Toral et al., 2018).

Reports of large evaluation initiatives and third-
party reviews have shown that little by little eval-
uation approaches take into account some con-
siderations (Toral, 2020; Popel et al., 2020) and
reference campaign such as the annual WMT
share task have taken steps to follow best prac-
tices for reliable evaluations (Kocmi et al., 2023).
Adding to this, research on design-related top-
ics are emerging, such as error methods to opti-
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mise test set configuration to reduce evaluation ef-
fort (Saldias Fuentes et al., 2022), classification
schemes adapted to identifying critical errors in
neural MT (Sudoh et al., 2021), document-level
and context-aware agreement and effort (Castilho
et al., 2020; Castilho, 2021), detection of post-
edited reference translations (Kloudova et al.,
2021) and differences between expert and non-
expert evaluators (Graham et al., 2013; Freitag
et al., 2021). Several crowd evaluation initiatives
have also been reported over the years (Bentivogli
et al., 2011; Graham et al., 2017) even for low-
resource languages (Aranberri et al., 2017; Toral
et al., 2017) that cover a number of design deci-
sions. And yet, best practice and efficiency rec-
ommendation guidelines are limited and it is not
uncommon that evaluation initiatives specially for
low-resource scenarios lack the rigour that would
benefit the outcomes the most. In this context, the
current analysis is only a small step towards study-
ing the characteristics of crowd-based evaluations
within minority language communities.

The remaining of this paper is divided as follows
Section 2 provides a brief description of the eval-
uation set-up from where the data set under study
originated together with the obtained results; Sec-
tion 3 outlines the specific details of the evaluation
set-up used to obtain a professional evaluation of
the said set as well as the qualitative feedback col-
lected on the task and reports a comparison of eval-
uation results and the agreement analysis between
the crowd volunteers and the professional evalua-
tor; Section 4 examines the reliability of the con-
trol measures included in the set to identify outlier
evaluators; finally, Section 5 draws a number of
conclusions from the study.

2 Description of the Original Evaluation
Initiative

The data set studied in this work is the prod-
uct of an evaluation initiative to obtain human
assessments of MT for two low-resource lan-
guages, namely, Basque and Maltese (Falcdo et
al., 2024). The authors aimed to collect sentence-
level direct assessments to test the potential im-
provement of the trainable COMET metric with
language-specific data. The resulting data set for
the Spanish—-Basque pair was kindly made avail-
able by the researchers for further analysis.!

! Access to the data set will be open upon publication of their
work.

In this section, we briefly describe the evalua-
tion setup used by the original research (for fur-
ther details, see Falcao et al. (2024)) and report the
overall results for later comparison.

2.1 Evaluation Set-up

Dataset: The evaluation set prepared for the
campaign consisted of 400 Spanish source sen-
tences and Basque translations. They were ex-
tracted from various existing sets and sources
such as FLORES-200%, TED2020 (Reimers and
Gurevych, 2020), OpenSubtitles (Lison and Tiede-
mann, 2016), the Elhuyar Corpus® and the HAC
parallel corpus®, which cover text from web arti-
cles to subtitles and literature. Note that the Span-
ish source sentences in these sets can include both
original and translated text.

Translation sources: The Basque translations
paired with the Spanish sentences were obtained
from multiple sources. Three MT systems were
used to translate the set automatically. Addition-
ally, damaged translations —-MT system outputs
with an embedded Spanish sequence of words- and
reference translations —obtained from the parallel
data sets— were also included in the final set as a
means to identify unreliable evaluators.

Task: Distributed through the Appraise® plat-
form (Federmann, 2012), the task involved eval-
uators assessing the translation quality in a contin-
uous scale of 0 to 100. Directed towards a non-
specialist participant profile, the description of the
task highlighted a series of attributes, including
meaning, information, clarity, correctness, gram-
maticality, and naturalness.® It could be argued

nttps://github.com/facebookresearch/
flores/blob/main/flores200/README .md
*https://elhuyar.eus/en/services/
language-services-and-basque-plan/
translation—-and-language-resources/
corpus

‘https://www.ehu.eus/ehg/hac
Shttps://github.com/cfedermann/Appraise/
https://github.com/AppraiseDev/Appraise
®The original English text provided in the platform in the rel-
evant languages was as follows: “For each item, you will be
shown an original sentence in Spanish and a translation can-
didate in Basque. You will then be asked to rate the quality of
the translation on a scale of 0 to 100, based on how well you
believe the translation expresses the full meaning of the orig-
inal sentence. A rating of 100 means that the candidate is a
perfect translation: it expresses the same thing as the original
sentence, in a clear and correct manner. A candidate should be
rated lower if it contains grammatical or orthographic errors,
if it’s missing information, if it sounds unnatural or weird, and
so on.” (personal communication, J. Falcdo, July 2023)
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that the explanation aimed for a general definition
of quality rather than a specific aspect. To perform
the assessment, evaluators were provided with a
source sentence and its corresponding translation.
The sentences were provided without context. Par-
ticipants were free to annotate as many pairs as
they wished. No further guidelines were provided
as to how to perform the task.

Evaluators: Crowd volunteers were sought by
promoting the initiative through university and
translator distribution lists, and social media.
Therefore, the linguistic profiles of potential eval-
uators ranges from professional translators to gen-
eral users with no dedicated training in languages.
The evaluators were asked to report their Spanish
and Basque language competence to exclude those
without an advanced level of both languages. None
such cases were reported by the researchers.

2.2 Evaluation Results

A quick analysis of the metadata reveals that 44
crowd volunteers contributed with a total of 1,186
evaluations (an average of 26.95 evaluations per
person, with a median of 11. As shown in Ta-
ble 1, their work is divided as follows: a total of
742 sentence pairs were evaluated,’” 389 (%52.42)
of which were assessed once, 285 (%38.41) twice
and 76 (%10.24) received between three and five
annotations. This allowed to collect annotations
for about 200 sentences for each MT system (MT1,
MT2, MT3), a total of 78 damaged translations,
about 25 for each brand of damaged cases (D-
MTI1, D-MT2, D-MT3), and 53 sentence pairs
containing reference translations (Ref).

According to the annotations, MT1 and MT2
score very similarly with results of 77.81 and 78.45
points, respectively (see Table 2).8 MT3 lags be-
hind, over 16 points lower. As anticipated, dam-
aged translations score considerably lower, yet fol-
lowing the ranking for the MT systems. Unex-
pectedly, reference translations score lower than
the system averages. As a general trend, the av-
erage scores tend to be higher for sentence pairs
with a single annotation than for those with mul-
tiple annotations. These comparisons should be
taken with caution as the sentences annotated for
each subgroup are not exactly the same.

"Note that this does not cover the over 1,200 pairs in the eval-
uation set.

8Scores for sentence pairs with more than one evaluation were
calculated separately; no average was applied.

Evaluations
Trans. source | Sentences | 1 | 2 | +2 [ Total
MT1 213 | 112 | 78 | 23 341
MT2 207 97 89 | 21 342
MT3 191 | 112 64 | 15 286
D-MT1 28 14 9 5 48
D-MT2 26 13 10 3 44
D-MT3 24 15 5 4 39
Ref 53 26 | 22 5 86
Total 7421389 [ 285 ] 76 | 1186

Table 1: Number of evaluated sentences and collected eval-
uations, where Trans. source refers to the source from where
the translations were obtained, Sentences refers to the number
of unique sentence pairs assessed, and evaluations 1, 2 and +2
refer to the number of sentences that obtained the stated num-
ber of evaluations.

3 Professional Evaluation

In order to explore the similarity between crowd
and professional evaluators and their reliability, the
author performed the same evaluation task for the
complete set. She is a specialist in translation, na-
tive speaker of Basque (accredited C2-level) and
Spanish, and has experience in MT evaluation. She
will be referred to as the professional evaluator.
While the feedback from a single professional is
not necessarily indicative of the true annotations
the sentence pairs should receive, it can be argued
that it provides an educated guess that is consistent
across the set to the extent this is possible in human
judgement.

3.1 Evaluation Set-up

As in the original evaluation, the evaluator was
presented with source and translation pairs to as-
sess in a rage of 0-100. The evaluation set con-
sisted of the sentence pairs annotated by the crowd
volunteers and 40 additional repeated segments to
account for intra-evaluator reliability. The sen-
tence pairs were randomly ordered in a spreadsheet
to avoid potential bias and with no access to any
additional information (translation source, crowd
annotations, etc).

3.2 Qualitative Feedback

Before looking at evaluation results, this section
outlines several impressions of the evaluator, noted
during the task in an additional column of the
spreadsheet, which have been further developed at
write—up. While most have already been discussed
elsewhere in the literature, this is yet another op-
portunity to underscore the relevance of evaluation
design for reliable and sustainable results.
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All evaluations | 1 evaluation | + evaluations | 2 evaluations
Trans. source | Mean SD | Mean SD | Mean SD | Mean SD
MT1 77.81 | 23773 | 7893 | 24.62 | 77.26 | 23.32 | 77.84 | 23.16
MT2 7845 | 23.32 | 84.83 | 21.64 | 75.92 | 23.52 | 74.36 | 23.73
MT3 61.20 | 29.17 | 65.35 | 27.79 | 58.53 | 29.79 | 57.37 | 29.36
ANl MT 73.13 | 2645 | 7597 | 26.17 | 71.72 | 26.49 | 70.83 | 46.57
D-MT1 19.89 | 21.71 | 23.78 | 26.87 | 18.29 | 19.44 | 14.39 | 16.11
D-MT2 21.59 | 2391 | 22.15| 23.87 | 21.35 | 24.31 | 21.20 | 28.31
D-MT3 12.28 18.30 | 19.93 | 24.87 7.50 | 10.72 6.10 | 7.00
All D-MT 1820 | 21.75 | 19.88 | 24.69 | 16.45 | 20.12 | 15.50 | 21.46
Ref 65.99 | 28.11 | 75.08 | 24.59 | 62.05 | 28.82 | 62.25 | 27.48

Table 2: Overall evaluation results for each translation source (MT systems, damaged outputs and references) reported as
quality mean and standard deviation (SD) broken down per number of evaluations collected for each sentence pair (1, 2 or more

and only 2).

The effect of (lack of) context. One of the first
topics addressed in translator training is text analy-
sis. Numerous scholars have put forward text anal-
ysis frameworks to assist translators in this task.
To mention an example, the model for translation-
oriented text analysis proposed by Nord (1991)
establishes that both extratextual factors (author,
sender intention, recipient, medium, place and
time of production and reception, motive and func-
tion) and intratextual factors (subject matter, hier-
archy of content and knowledge presuppositions)
should be carefully considered as a first step to-
wards drafting a translation proposal. We see,
in fact, that a fully developed translation brief
involves information that goes beyond providing
the surrounding paragraphs or full text where the
translated sentence belongs. And it is only af-
ter gathering all those details that a translator can
make an informed decision on the adequate regis-
ter, tone, translation strategies, etc. to be used in
their target text. The current evaluation set-up pre-
sented sentences in isolation (against the recom-
mendation of the latest WMT campaigns, among
others). Reportedly, the result of working without
context seems to be that the evaluator favours di-
rect translations, which allow to confirm whether
all content and nuances of the source are present in
the target language, whereas in a contextual eval-
uation freer translations that move away from the
source to display a more natural use of language
and better flow of the text would be accepted and
even rewarded. This would be possible because
the evaluator would be more informed about the
importance of the different contents and formal
nuances in the sentences. Conversely, without a
clear context, these freer translations can appear

less accurate and may receive a lower score. This
behaviour can potentially promote target language
words and structures that are more similar to the
source language while discouraging the use of ex-
pressions that are natural and specific to the target
language. Yet another issue brought by the lack
of context seems to be that there are cases where
it is not easy to judge the correctness of a transla-
tion because of ambiguity or incomplete syntactic
structure of the source (that is complemented with
a previous or following sentence).

The effect of the source. Aggravated in cases
where no context is provided and when non-
professionals are involved, the source sentence
can become somewhat too referential as to what
the best translation would be, and might have
an impact on scoring, with the evaluator unfairly
supporting close wordings (that are grammatical)
while undermining more open possibilities that
might be more natural and align better with the
tone, register and information flow of a text. This
can be of particular interest in language pairs for
which language contact —and interference into the
minority language— is strong and where the vast
majority of speakers of the target minority lan-
guage are also native speakers of the hegemonic
language. A (grammar permitting) word for word
translation not displaying any target-language spe-
cific expressions and structures could be consis-
tently assessed as excellent translations.

The effect of fluency. Accounting for con-
tent transfer in translation can be challenging
when sentences use complex structures and when
subject-knowledge is needed to fully understand
the meaning of the source. In these cases, a fluent
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translation can be misleading, as extra care is nec-
essary to ensure that all the intended information is
present and that no sequences are erroneously in-
terpreted or omitted. This raises the issue of the
complexity and thematic typology different evalu-
ator profiles can adequately address.

The precision of the evaluation scale. As a first
impression, a 0-100 range seemed very hard to
use in the sense that it provided the opportunity
to assess quality at a very fine-grained level, while
the extent to which mistakes should be penalised
seemed greatly subjective. There was a feeling
that being consistent with penalisations across the
whole evaluation set was hard (see Section 3.3
for agreement results). Admittedly, the evaluator
felt more confident with the scale as the number
of evaluations performed increased. However, for
volunteer work where not a large amount of re-
sponses are expected from each individual, a 100-
point scale might be a somewhat overwhelming.
Note that the professional evaluator wrote a num-
ber within an spreadsheet while crowd workers
could slide the cursor along a bar, and this might
have a impact as well. Additionally, it remained
unclear whether the range should be taken as a
continuum or a pass/fail threshold should also be
considered at 50 points. The annotations collected
without the consideration that a score below 50
means that, for example, the translation is unac-
ceptable in a particular situation might differ from
those where no such abrupt distinction is made. A
similar effect might emerge from scales that use
named categories or milestones.

The severity of penalisations. The evaluator re-
ported on the challenge of deciding on a fair penal-
isation for mistakes. Are 5 points a fair penalisa-
tion for an incorrect declension mark? Or should
it be 10? 20? 50? Of course, it should depend on
the impact it has on the transfer of meaning and on
the effect on the form. Even with a context, this is
not easy to judge. In fact, impressions noted dur-
ing the evaluation include a reference to the fact
that, not having anchor points to judge the impact
of the mistakes and depending on the sentence pair,
it would be possible to argue for a score 20 points
higher or lower than the one assigned. Moreover, it
is not clear whether a penalty should be applied per
identified mistake or whether the assigned score
should be based on the general impression of the
translation quality. To bring a couple of partic-

ularly challenging examples, let us consider the
cases where incorrect words or short expressions
are encountered that do not align with the over-
all (good) quality of the rest of the sentence; or
cases where a fluent translation that does not con-
vey the same meaning of the original but parts of
it are completely correct. Unless the texts are for a
specific internal use, sentences with any type of er-
ror would most probably be deemed unacceptable.
They do not fulfil the intended function of the text.
As such, a sentence with a meaning or grammar
issue would hardly score above a pass threshold in
a professional setting. However, when presented
with a sentence and a 100-point scale, one might
one might penalise a mistake with several points
but still assign it a good overallpass. Sentences
might be evaluated in chunks rather than as a unit.

The effect of the perceived translation compe-
tence of evaluators. An idea that emerged dur-
ing assessment was the extent to which the eval-
uator’s perceived language capacity and transla-
tion skills could affect the scoring, in other words,
whether evaluators project their own translation
competence against the translation provided for
assessment and judge according to a self-centred
threshold. An evaluator might consider any trans-
lation that closely approaches to the quality of
what they would produce as a good (or not) transla-
tion and score consequently; anything better would
be highly valued and weaker sequences of that per-
sonal threshold penalised. If this risk exists, it
might be pertinent to collect information on the
self-perceived translation competence (or actual
experience) together with linguistic knowledge.

The post-editing effect. Linked to the issue of
error severity is the reported temptation to be more
lenient towards important mistakes that are easily
fixed and to not assign them a heavy penalisation.
The incorrect use of a noun or a preposition that
changes the meaning of the whole sentence, for ex-
ample, but can effortlessly be substituted by an ad-
equate noun or preposition without having to tinker
with the rest of the sentence elements can feel less
damaging. However, in terms of translation qual-
ity, the impact of that incorrect element is crucial.
If the aim is to collect quality information, ensur-
ing that evaluators can clearly distinguish between
translation adequacy and post-editing effort might
be relevant.
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The quality of the source segments. During the
evaluation task, a considerable amount of source
sentences was flagged as including grammar or
spelling mistakes. While some did not hinder com-
prehension, others could obscure the correct inter-
pretation of the intended message. An evaluator
will not be able to adequately assess the transla-
tion quality of a source sentence they cannot un-
derstand. For those sentences that could be (ad-
equately) interpreted despite the mistakes, some
translations showed no trace of irregularities and
were properly resolved. However, at times, the
translations do presents mistakes. The question
here is whether we want to penalise a translator’s
inability to overcome issues in the source. The
presence of problematic source sentences raises
the question of the importance of the configuration
of the training or evaluation set we aim to gather. It
will probably be a good idea to consider the scale
of the evaluation (how much data we can collect)
and the specific definition of quality we seek and
consciously decide whether we want to include
not only correct source sentences but also incor-
rect ones and even variations and levels of well-
writtenness.

3.3 Evaluation Results

The evaluator assessed a total of 782 segments.
The intraclass correlation coefficient (ICC)? cal-
culated with the repeated segments is 0.896 (95%
upper bound 0.803 and 95% upper bound 0.9476)
which we can interpret as (almost) excellent inter-
nal agreement. We visualize these results in an
Bland-Altman plot (see Figure 1), where agree-
ment is represented based on the mean difference
and by depicting the limits of agreement (Altman
and Bland, 1983). If we consider the bias, on av-
erage, the second rating of the segments is 2.275
lower, which can be interpreted as a small differ-
ence. The data points appear scattered across the
graph, indicating the absence of proportional bi-
ases or heteroscedasticity. It is also important to
note that the great majority of points fall within the
limits for the 95% confidence interval, which in-
dicates that the evaluator performs almost equally
with the repeated segments. These results can be
taken as an indication of consistency in the assess-
ment across the data set. Based on this, we could
conclude that the evaluator was able to remain con-

°Calculated using a two-way mixed model for absolute agree-
ment for a 95% confidence interval).
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Figure 1: Bland-Altman plot for intra-evaluator agreement
for the professional evaluator where the difference between
the first and second annotation of the repeated segments is
displayed in the Y axis and the average of both annotations is
represented in the X axis.

Trans. source | Sent. | Mean | SD | Min. | Max.

MT1 222 [ 78.05 | 23.07 8| 100
MT2 213 | 79.89 | 20.94 13| 100
MT3 201 | 58.73 | 25.26 1| 100
All MT 636 | 72.56 | 24.94 1] 100
D-MTI 32 994 899 1 30
D-MT2 30 | 11.07 | 10.20 1 38
D-MT3 25| 880 | 871 1 35
All D-MT 87 | 10.00 | 9.28 1 38
Ref 59 | 84.07 | 18.43 35| 100
Total | 782 ] 66.47 | 30.81 | 1] 100

Table 3: Overall evaluation results for each translation source
reported as quality mean, standard deviation (SD), minimum
score and maximum score according to the annotations of the
professional evaluator.

sistent despite the difficulties encountered in the
evaluation task and the subjectivity involved in it
as described in Section 3.2.

Evaluation results are displayed in Table 3. We
can observe that the average score for each of
the MT systems is very similar to the scores ob-
tained from the crowd volunteers. These results
seem to indicate that overall system quality re-
sults would be very similar when evaluated by a
translation professional and by (our particular pool
of) crowd participants. This is an interesting out-
come that might be worth exploring in other eval-
uation initiatives, as it might be particularly rele-
vant for low-resource scenarios where no funding
or professional resources are available for evalu-
ation. It is worth noting that the standard devia-
tions, while large, are slightly smaller than those
registered for crowd volunteers and fall within the
perceived range of potential variation reported by
the evaluator (see Section 3.2).

The results for the damaged sentences, however,
are up to 10 points lower and all three revolve
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Figure 2: Bland-Altman plot for inter-evaluator agreement
between the crowd volunteers and the professional evaluator
where the difference between their annotations is displayed in
the Y axis and the average of both annotations is represented
in the X axis.

around 10 points. Interestingly, even in this case,
the ranking for the different damaged sentences
follows that of the MT systems that were used
to create them. Clearly, the professional transla-
tor penalised these cases harsher than volunteers.
In contrast, overall, reference translations were as-
sessed almost 20 points higher by the professional
evaluator. The differences in these two types of
control sentences might indicate that the profes-
sional was better equipped to identify the extreme
cases and judge them accordingly (see Section 4
for a more thorough analysis of control cases).

In addition to examining quality evaluation re-
sults, we also explore the agreement between
crowd volunteers and the professional evaluator
with respect annotations. Considering all anno-
tations in the data set, the total ICC score is
0.768 (95% lower bound 0.741; 95% upper bound
0.792), which indicates a good agreement (see, for
example, Koo and Li (2016) for ICC interpreta-
tion). Figure 2 shows a Bland-Altman plot to visu-
alise the overall agreement. The mean difference
bias is very close to zero at -0.3125 and we see
a random scatter around the mean, mostly within
the 95% confidence interval limits. This indicates
that the evaluations provided by the two methods
observed, that is, a mix of crowd volunteers and a
professional evaluator are similar.

If we look more closely, we see that out of the
44 crowd volunteers, when compared with the pro-
fessional evaluator, three can be assigned an ICC
score below 0.5 (poor agreement), 12 an score be-
tween 0.5 and 0.75 (moderate agreement), 19 a
score between 0.75 and 0.9 (good agreement), and
nine a score above 0.9 (excellent agreement).10 We

1%0ne evaluator only contributed with one evaluation and was

Agreement level ‘ 1CcC ‘ 95% lower bound | 95% upper bound

Poor -0.044 -0.729 0.381
Moderate 0.700 0.633 0.754
Good and excellent | 0.829 0.804 0.851

Table 4: ICC inter-evaluator agreement between the crowd
volunteers and the professional evaluator grouped according
to the agreement obtained individually.

calculated the ICC scores for the professional eval-
uator and the groups of crowd volunteers based on
the individual level of agreement obtained. The re-
sults show that the ICC agreement with the three
evaluators with whom the agreement was poor is
actually remarkably poor (-0.044), the ICC agree-
ment with those within the moderate range is rather
high within that range (0.7) and the ICC agreement
with those within the good and excellent range is
very good reaching a 0.829 (see Table 4).

If we consider the individual Bland-Altman
plots for each subgroup (Figures 3, 4 and 5), we
observe that the bias is moving away from zero
as evaluators with a lower agreement are repre-
sented in the Figures. The scatter seems to widen
when comparing the good and excellent group to
the moderate group, but it still shows a random pat-
tern. However, the scatter is clearly not random for
the evaluators with a poor ICC agreement.

Table 5 shows the evaluation results in terms
of translation quality for the crowd volunteers and
the professional translator according to the ICC
agreement level groups. We can observe that the
average quality assigned by agreeing volunteers
is similar, whereas the average of the volunteers
which agree poorly with the professional differs
in over 12 points. However, what is interesting
is that across the groups, the stronger disagree-
ments appear for damaged and reference transla-
tions, that is, sentences introduced as control ele-
ments to identify evaluator reliability. Differences
in MT translations remain the most similar and
only appear occasionally as agreement levels de-
crease. We will consider the performance of these
control sentences in more detail in Section 4.

4 Discarding Participants

When evaluators are not asked to work on a mini-
mum number of sentences, it becomes highly chal-
lenging to identify outliers because it is not pos-
sible to perform consistent comparisons. As an
approximation to uncover unreliable participants,

therefore not possible to calculate an individual agreement
score.
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Figure 3: Bland-Altman plot for inter-evaluator agreement
between the crowd volunteers and the professional evaluator
for which good and excellent ICC agreements were obtained
individually, where the difference between their annotations
is displayed in the Y axis and the average of both annotations
is represented in the X axis.
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Figure 4: Bland-Altman plot for inter-evaluator agreement
between the crowd volunteers and the professional evaluator
for which moderate ICC agreements were obtained individ-
ually, where the difference between their annotations is dis-
played in the Y axis and the average of both annotations is
represented in the X axis.
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Figure 5: Bland-Altman plot for inter-evaluator agreement
between the crowd volunteers and the professional evaluator
for which poor ICC agreements were obtained individually,
where the difference between their annotations is displayed in
the Y axis and the average of both annotations is represented
in the X axis.

some works have included in the evaluation set
sentence pairs for which the quality is known. It
usually involves pairing source segments with ar-
tificially damaged translations as examples of bad
quality output which should be assessed low, and
it can also include source sentences paired with
their reference translation as examples of excel-
lent quality pairs. Evaluators who fail to assess
them as poor and good cases within a reasonable
range are removed from the task and their con-
tributions excluded from the collection. As de-
scribed in Section 2.2, this is precisely the ap-
proach taken by the researchers when running the
evaluation task for the data set under study. We
looked into these cases to check if these so-called
control sentences allow to identify the crowd vol-
unteers which agreed poorly with the professional
evaluator.

Out of the 131 damaged sentences included in
the data set, 18 were evaluated with a score of 50 or
above by 8 crowd evaluators. Out of those 8 eval-
uators, three have an ICC score ranging between
0.75 and 0.80, that is, a good agreement with the
professional evaluator; four have an ICC between
0.61 and 0.72, a moderate agreement; and one of
them a low agreement of 0.085, the lowest of all
participants. Two out of the three evaluators with
a poor ICC agreement with the professional evalu-
ator did not assess any damaged translations. The
one who did scored both cases shown with scores
above 70 points. This might mean that the inclu-
sion of damaged sentences and its implementation
was not particularly accurate in this specific set to
filter out deviant evaluators.

To start, not all evaluators assessed damaged
sentence pairs. Out of the 44 participants, 36 as-
sessed at least one case. Eight were presented with
one damaged sentence pair, 28 were presented
with 2 to 11 damaged sentence pairs (Pearson cor-
relation between the total number of evaluations
and damaged sentence evaluations is 0.95). Out
of them eight failed to pinpoint them as bad qual-
ity translations. Only five evaluators with multiple
damaged sentence pairs scored them 50 or above
more than once. The professional evaluator as-
signed a low score to all the damaged sentences
with scores ranging between 1 and 38.

If we were to discard crowd annotations based
on the assessments of damaged sentences, we
would be discarding 373 annotations. If we de-
cided to exclude the work of the 8 evaluators who
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poor ICC moderate ICC good and excellent ICC

crowd professional crowd professional crowd professional
Trans. source | N | Mean ‘ SD | Mean ‘ SD N | Mean SD | Mean ‘ SD N | Mean SD | Mean ‘ SD ‘
MT1 17 | 79.47 | 26.77 | 71.82 | 29.64 | 112 | 74.62 | 2537 | 7894 | 21.18 | 232 | 79.07 | 23.17 | 77.33 | 22.86
MT2 15| 64.53 | 31.94 | 71.93 | 2232 | 108 | 71.93 | 2595 | 77.93 | 22.70 | 228 | 81.13 | 22.18 | 81.62 | 19.92
MT3 17 | 66.35 | 3091 | 42.82 | 2494 | 93 | 62.82 | 2857 | 63.73 | 25.73 | 193 | 59.42 | 29.42 | 57.66 | 24.89
Al MT 49 | 70.35 | 30.01 | 61.80 | 28.99 | 313 | 70.74 | 26.922 | 74.02 | 24.02 | 653 | 73.98 | 26.58 | 73.01 | 24.66
D-MTI 0 - - - —| 21| 2248 | 30.23 9.33 853 | 31| 19.32| 1821 | 10.55| 9.80
D-MT2 3] 86.33 | 11.55 8.67 | 2.08 | 10| 2830 | 2291 8.00 | 11.26| 37| 1524 | 18.10 | 14.68 | 12.88
D-MT3 0 - - - —| 17| 1947 | 26.25 9.76 | 10.03 | 23 887 | 1060 | 648 | 597
All D-MT 3| 8633 | 11.55 8.67 | 2.08 | 48| 22.63 | 27.10 | 9.21 948 | 91| 15.02 | 16.885 | 11.20 | 10.57
Ref 1| 76.00 - | 68.00 —| 24| 5896 | 29.84 | 83.79 | 16.19 | 68 | 71.00 | 26.98 | 83.06 | 19.19
Total [53] 7136 [29.17 ] 5891 [ 30.52 [ 385 [ 63.55 [ 31.28 | 66.59 [ 31.164 [ 812 | 67.13 [ 31.676 | 66.93 [ 30.52 |

Table S: Overall evaluation results for each translation source reported as quality mean and standard deviation (SD) for crowed
volunteers and the professional evaluator for evaluator groups based on ICC agreements.

were not presented with any damaged translations,
we would have to remove another 47 evaluations.
This would leave us with a total of 766 evalua-
tions, 64.59% of the total collected. If the dam-
aged translations would have served to accurately
identify the outliers (based on the ICC score), we
would have only discarded 49 and 47 evaluations,
8.1% of the total evaluations collected.

Let us briefly consider the approach used to cre-
ate the damaged translations. According to the re-
searchers, these were obtained by translating the
source sentences with the three MT systems used
to create the remaining data set and by replacing a
random sequence of words with a sequence of an-
other source sentence. This approach can result in
different types of output, from poor quality target
sequences mixed with source language sequences
to very good quality target sequences mixed with
the source language (note that the quality of the
MT systems has been rated within an overall range
of 61-78 points). Evaluators trained in translation
might be more aware of the importance of the text
as a unit and clearly see that such sentences would
be unacceptable for the great majority of contexts.
Yet this might not be the case for people without
translation training. Without a context to consider,
it is possible that evaluators do not just penalise
the translations for the presence of the source but
also feel that they should provide positive points
for the sequences with a good quality translation.
Depending on the length of the sentences and the
proportion of source words, their location within
the sentence and the amount of meaning contained
in the correct target sequences, it is possible that
some evaluators feel that they are being fair by
providing a score above 50 to those translations
even when they are fully aware of the truncated
sequences. Overall, the different results gathered

for damaged sentences in this study might indicate
that their current design is probably not the most
favourable to serve as reliable control sentences.

Together with damaged translations, reference
translations were also included in the data set as
a control measure. In total, 86 sentence pairs with
references were evaluated. Out of the 44 evalua-
tors, 21 were presented with this type of transla-
tions: six assessed one case and the remaining 15
assessed from two to 10 cases. Out of the 86 ref-
erence sentences, 26 were evaluated with a score
of 50 or below by 13 crowd evaluators. Eight of
them, which evaluated two or more of such cases,
only assigned this score once, whereas the remain-
ing five assigned a low score in multiple occasions.
The professional evaluator assessed 11 of the 86
translations with a score of 50 or lower.

Out of those 13 evaluators, three have an ICC
score above 0.9, that is, an excellent agreement
with the professional evaluator; 11 have an ICC
between 0.76 and 0.87, a good agreement; six have
an ICC between 0.61 and 0.74, a moderate agree-
ment, and one of them a poor agreement of 0.085,
the lowest of all participants. Once again, two out
of the three evaluators with a poor ICC correlation
with the professional evaluator did not assess any
reference translations. The one who did scored the
single case presented with a good score of 76, pass-
ing the test. This means that the inclusion of refer-
ence sentences was not useful in this specific set to
filter out unreliable volunteers, on the contrary, by
following this test, we would discard good annota-
tions and keep outlier contributions.

As was the case with damaged translations, not
all evaluators assessed reference sentences. Out of
the 44 participants, 21 assessed at least one case.
Six were presented with one reference sentence
pair, 15 were presented with two to ten (Pearson
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correlation between the total number of evalua-
tions and damaged sentence evaluations is 0.93).
Out of them 13 failed to pinpoint them as good
quality translations. Up to five evaluators with
multiple reference sentence pairs scored them 50
or below more than once.

If we were to discard crowd annotations based
on the assessments of reference sentences, we
would be discarding 632 annotations. If we de-
cided to exclude the work of the 23 evaluators who
were not presented with any reference translations,
we would have to remove another 374 evaluations.
This would leave us with a total of 180 evalua-
tions, 15.18% of the total collected. If the refer-
ence translations would have served to accurately
identify the outliers (based on the ICC score), we
would have only discarded 49 and 47 evaluations,
8.1% of the total evaluations collected.

If we take both control measures into account
and combine the performance information of the
crowd volunteers, we can account for 37 evaluators
out of the 44. If we exclude the work carried out by
those who failed any of the tests, we would have to
remove the contribution of 18 evaluators, that is, a
total of 837 evaluations.

Let us briefly consider the case of reference
translations. They were extracted from established
sets or other bilingual data published as parallel
corpora (Falcdo et al., 2024). The quality of ref-
erence translations included in test sets has often
been questioned and so this was investigated fur-
ther. If we consider the assessment of the profes-
sional evaluator, we see that a score of 50 or below
was assigned to seven reference translations out of
the 59 presented with scores ranging between 37
and 49. The scores assigned to the remaining ref-
erences varied from 69 to 100. The range is even
wider for crowd volunteers, between 51 and 100.
This can be a clear indication that the quality of
the reference translations was either not always at
a professional level or could not be judged as such
out of context. Again, this might mean that care-
fully choosing high quality references and an eval-
uation set-up that allows to properly assess their
quality is important in order to implement an ef-
ficient control measure for non-professional initia-
tives in particular.

5 Final Remarks

In this work we have explored an opportunistic
evaluation initiative that targeted a low-resource

language pair (Spanish-Basque) to study the im-
pact of design decisions and the reliability of vol-
unteer participants. A translation professional per-
formed the same evaluation task carried out by vol-
unteers. Next, evaluation results and agreements
were compared and the role of control measures
that ensure evaluator reliability analysed.

For the analysed set, we can conclude that the
overall quality assigned to a MT system might not
vary considerably when evaluated by crowd volun-
teers or a professional evaluator. It remains to be
tested if sentence-level accuracy is also as reliable.

In terms of task design, we gathered several is-
sues to consider. Task design is key in providing a
working environment that will allow the evaluator
to reduce the level of subjectivity and increase con-
sistency. The feedback from a professional evalua-
tor pointed at the benefit of (highly) contextualised
sentences, meaningful evaluation categories, man-
ageable complexity and topic specialisation, trans-
lation awareness and source sentence quality.

In the same line, identifying outlier contribu-
tions seems key to guaranteeing a reliable anno-
tated data set. This being the case, our analysis
has demonstrated that while damaged and refer-
ence sentences might serve as measures to identify
unreliable participants, attention must be paid to
creating them. The resulting translations must be
unquestionably poor/good so that alternative inter-
pretations are ruled outThen again, it remains to be
studied whether participants who properly assess
control sentences that are too easily identifiable as
poor/good translations will be able to accurately
assess regular MT output quality.

All in all, we must not forget that these remarks
emerge from the analysis of a single data set and a
particular crowd volunteer group. In fact, it would
be interesting to study if there are commonalities
among the characteristics of the crowd volunteer
communities of minoritised languages (participant
profiles, level of commitment, level of agreement
with professional assessment, for example) and
whether these are similar to the crowd participants
of hegemonic languages.

Also, this work has explored design issues that
are relevant in terms of translation assessment and
reliability. However, further research into the real
impact of more accurate and cleaner annotations
on model training would also be beneficial to de-
termine how rigid (or flexible) an evaluation set-up
must be in order to yield useful annotations.
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