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Abstract

This paper reports the results of a survey
aimed at identifying and exploring the at-
titudes and recommendations of machine
translation quality assessment (MTQA)
educators. Drawing upon elements from
the literature on MTQA teaching, the sur-
vey explores themes that may pose a chal-
lenge or lead to successful implementa-
tion of human evaluation, as the litera-
ture shows that there has not been enough
design and reporting. Results show edu-
cators’ awareness of the topic, awareness
stemming from the recommendations of
the literature on MT evaluation, and re-
ports new challenges and issues.

1 Introduction

Academia and industry continuously make efforts
to assess the quality of machine translation (MT)
systems (Way, 2020), typically using automatic
evaluation metrics (AEM) or human evaluation
(HE) (Castilho et al., 2018), each approach pos-
sessing its own strengths and weaknesses. How-
ever, to evaluate an MT system with detailed and
actionable results, it is vital to use a balanced ap-
proach incorporating HE in the process in conjunc-
tion with AEMs (Way, 2020). In particular, the in-
clusion of HE must be carefully employed so as to
not generate hyperbolic reports of the capabilities
of MT systems in particular scenarios such as in
Hassan et al. (2018).

Some studies have recommended more rigorous
HE design principles (Toral et al., 2018; Lé&ubli
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et al., 2020) not only to dampen hype, but also
to identify systems’ weaknesses through an analy-
sis of complex linguistic phenomena (Castilho and
Caseli, 2023). While it is not recommended to
rely solely on AEM-based evaluations (Moorkens,
2022), the literature shows a common tendency to
rely on AEMs without HE (Marie et al., 2021;
Rivera-Trigueros, 2022) in the MT community.
It is understood that MT use must consider the
purpose and value of translations and the ex-
pected longevity of the content (Way, 2013), which
extends to MT evaluation as well (Doherty et
al., 2018). In this manner, risks from MT sys-
tems such as grammatical errors or inappropriate
words/constructions (Koehn and Knowles, 2017),
biases in the output (Prates et al., 2020), which can
be dangerous for specific domains such as legal
and medical (Vieira et al., 2021), can be prevented
with rigorous HE incorporation in MT evaluations.
Given these risks and the responsibility of imple-
menting a careful evaluation, complementing auto-
matic with HE is essential to ensure Al technology
is safe, beneficial and fair (Dignum, 2020). It can
be achieved with ethical behaviours adopted by
engineers and technology developers (Moorkens,
2022), which can be further refined with the train-
ing of stakeholders themselves (Dignum, 2020).

Thus, this paper focuses on the instructional
training of MT quality assessment (MTQA), as
part of a doctoral study that intends to create and
provide training in HE for Natural Language Pro-
cessing (NLP) master’s students. In this paper,
we report results from the qualitative findings of
a survey aimed at MTQA educators with both TS
and NLP educators. It inquired about the educa-
tors’ attitudes and recommendations regarding HE
in MTQA teaching, exploring where HE can be
positioned pedagogically, what HE content should
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be prioritised, and evaluates the practical consider-
ations that may facilitate or hinder the incorpora-
tion of HE into an MTQA curriculum focused on
NLP students. The survey explores the following
key questions:
1. What are educators’
MTQA?
2. What approaches can be taught to foster HE
in MTQA?

attitudes towards

These findings can inform MTQA trainers and
curriculum planners in making informed decisions
to foster appropriate HE teaching and deployment,
and consequently, its use in MTQA.

2 Related Work

Translation Quality Assessment (TQA) is com-
plex, leading to much debate and different defini-
tions of translation quality, especially in regard to
translation technologies, such as MT (Castilho et
al., 2018).

MTQA in Translation Studies (TS) curricula
has been slowly introduced alongside the use of
MT (KoroSec, 2011; Dejica-Cartis, 2012) from a
curricular standpoint (Doherty and Kenny, 2014)
to critically use and assess MT (Rossi, 2017;
Moorkens, 2018). Technical aspects of MT also
became an element of MTQA teaching, such as
building an engine (Farrell and others, 2017),
mainly with the intent of empowering trainee
translators to understand how the systems work in
order to facilitate informed decisions when evalu-
ating the output (Kenny and Doherty, 2014).

Studies have shown that translators in train-
ing gain MTQA proficiency through error anal-
ysis (Venkatesan, 2018; Loock, 2020), and that
translators’ ability to identify missing contextual
information in MT output and select appropriate
language for specific domains is crucial (Nufez,
2019; Bulut, 2019). This mirrors evaluation mod-
els used in the industry (Castilho et al., 2018),
showcasing academia’s efforts to prepare transla-
tors.

Accordingly, AEM and other measures of HE
have been introduced in the classroom in the TS
field. Doherty and Kenny (2014) and Moorkens
(2018) introduced adequacy and fluency measures
in conjunction with error typologies. Post and
Lopez (2014) created a platform on which stu-
dents could rank MT outputs and generate BLEU
scores (Papineni et al., 2002), focusing on the
correlation of human judgement with the AEM.

Other platforms were used in classroom settings,
such as the Asiya-Online toolkit (Giménez and
Marquez, 2010), which provided automatic scores,
and later, MutNMT (Ramirez-Sanchez et al., 2021;
Ramirez-Sanchez, 2023) for guided building and
evaluation of NMT systems. Kriiger (2022) pro-
posed Jupyter notebooks to introduce translators
to the technical nature of AEMs while generating
different scores such as BLEU, METEOR (Baner-
jee and Lavie, 2005), chrF3 (Popovié, 2015), TER
(Snover et al., 2006) and BERTScore (Zhang et al.,
2019). Macken et al. (2023) demonstrate a case
study of teaching MTQA, by using HE through
ranking, adequacy and fluency measures, corre-
lating to AEMs provided by MATEO (Vanroy et
al., 2023), a platform that generates BLEU, ChrF,
BERTScore, BLEURT (Sellam et al., 2020) and
COMET (Rei et al., 2020) scores. These studies
demonstrate the effort to introduce different evalu-
ation approaches in the translation classroom, and
how important accessible evaluation platforms are
for training translators.

The importance of integrating MTQA into cur-
ricula is underscored by the concept of MT Liter-
acy (Bowker and Ciro, 2019) which entails under-
standing the operational mechanisms of MT sys-
tems to facilitate their use. Kriiger (2022) and
Macken et al. (2023) echo the importance of MT
literacy in equipping professionals to use and eval-
uate MT effectively. However, the implementation
of training is context-based, the pedagogical guid-
ing principles for MTQA education tend not to be
structured.

In the context of NLP education, the few stud-
ies that mention MTQA do so only to a minor de-
gree (Alm et al., 2016; Martynova et al., 2018;
Artemova et al., 2021). This is due to MT being
only one component within the broader spectrum
of training, with evaluation assuming a secondary
role. However, that does not diminish the impor-
tance of evaluation in NLP, as the reasons for its
lack of implementation in training may due to ab-
sence of space in the curriculum and the lack of
structured information on evaluation (Madureira,
2021). As such, organising the insights and recom-
mendations of MTQA educators, both from NLP
and TS may lead to fostering MTQA education.

3 Methods

To collect information regarding educators’ in-
sights and suggestions on MTQA, an online sur-
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vey was designed (approved by the university’s
Research Ethics Committee, with reference DCU-
FHSS-2023-015).

3.1 Design

The survey was created on the platform Qualtrics.'
It was formulated with closed-ended and open-
ended questions, divided in blocks:?2

* the plain language statement and consent
form?

* 13 questions related to the profile of the edu-
cators

 four questions related to opinions and atti-
tudes regarding HE

* 11 questions related to general MTQA peda-
gogy

* six questions related to recommendations of
HE for MTQA

3.2 Participants

The participants are MTQA educators from dif-
ferent fields, such as TS, NLP and Computational
Linguistics (CL).*

The participants were recruited via: i) social me-
dia; ii) email via a curriculum analysis examining
universities’ postgraduate programmes in Europe
and; iii) email collection by examining publica-
tions related to MTQA teaching. Note that par-
ticipants data was anonymised.

4 Data Results and Analysis

As this is an ongoing study, the results reported
in this paper are qualitative and small-scale, with
the intention of being exploratory, to explore possi-
ble relationships and patterns (Cohen et al., 2017).
While it is known that smaller samples are not
ideal for generalisations (Saldanha and O’Brien,
2014), the qualitative components may inform bet-
ter the results of the survey as it reaches a larger-
scale (McMillan and Schumacher, 2010).

Data was visualised on Qualtrics, which af-
fords analysis of both closed-ended and open-
ended questions. For the closed-ended questions,
Qualtrics automatically created graphs based on
the responses to form variables, and the platform

! Available on: https://www.qualtrics.com

The full questionnaire can be found in Appendix A.

3This explained the research aims, the ethical aspects and how
the data is handled

“The distinctions between CL and NLP was made to accom-
modate possible different curricular nomenclature and per-
sonal preferences.

allowed a degree of customisation to change the
colour of graphs and combine/separate variables
(or groups) as needed. For the open-ended ques-
tions, Qualtrics lists the responses by variables (or
groups), allowing an interpretive qualitative analy-
sis of the data.

4.1 Participants’ Background

Data drawn from 27 participants were analysed.

Q1 - What is your field? Participants could
choose multiple fields to accommodate interdis-
ciplinarity among the educators. 18 participants
chose ‘Translation Studies’ as their field of teach-
ing, five participants chose ‘Computational Lin-
guistics’, seven participants chose ‘Natural Lan-
guage Processing’.

Among the 28 participants, one participant
added ‘Speech Processing’ as their field, one par-
ticipant added Human-Computer Interaction as
their field and another added ‘Computer Science
‘via the ‘other’ option. While CL and NLP may
have often been used interchangeably in research,
they represent different streams of research with
different emphases, as Tsujii (2011) demonstrates
with their experiment. We also acknowledge that
the boundaries may not easily be defined (Luz,
2022). Therefore, methodologically we make no
distinction between these two groups, and to aid
visualisation, the responses from NLP/CL will
be organised and reported as a single group, as
such, this leads to nine participants in the NLP/CL

group.
4.2 Types of MTQA

Participants were asked about the type of evalua-
tion they teach by answering the question:

Q2 - What types of MT evaluation do you
teach? As can be seen in Figure 1, the TS group
mostly teaches HE, followed by AEMs and semi-
automatic evaluation. When prompted in a follow-
up question to explain their comments, the TS ed-
ucators explained their experience:

* One participant notes that MT evaluation is
taught to foster MT literacy leading to better
use of the systems.

* One participant has PE as the central type of
evaluation, while also teaching HE and AEM
to a lesser extent.

* One participant focuses on evaluation through
PE.
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M Automatic Evaluation
Human Evaluation
B Semi-Automatic

Matural Language Processing /
Computational Linguistics

Translation Studies

Figure 1: Types of evaluation TS and NLP/CL educators
teach

* One participant considers HE the focus of the
lesson using the DQF-MQM framework.

* One participant distinguishes MQM from
HE, where focus is on MQM, but also men-
tioning other HE methods, and minor empha-
sis to AEMs.

Within the NLP/CL group, there are equal efforts
reported into teaching HE and AEMs. Four partic-
ipants described more about their teaching:

* One participant mention teaching HE and
AEMs (BLEU, BERT and Comet).

* One participant mentions MTQA is only a
component of the course.

* One participant teaches different metrics to
different groups. For their Master’s students
in Artificial Intelligence, they teach AEMs.
For undergraduate translation students, they
teach HE.

* One participant mentions teaching AEMs
very briefly to make students understand their
use in the context of testing the development
of a system.

4.3 Attitudes Towards Human Evaluation

This subsection explores participants’ expectations
and attitudes towards HE (Q3 and Q4)

Q3 - In your opinion, what trends do you fore-
see in evaluation metrics that incorporate human
Jjudgment for MT systems? Select all that apply.
As may be seen in Figure 2 for the TS group, the
most commonly-selected options were context for
Quality Assessment (QA), customised evaluation,
an equal amount for User Experience (UX) eval-
uation and multimodal approaches, followed by

ethics, crowdsourced evaluation and two ’Other’
responses. These two responses were comparing
several systems with emphasis on output’ and an-
other response said that all the topics could be im-
portant except for crowdsourcing. From NLP/CL,
the most commonly-selected were ethics and cus-
tomised evaluation. Followed by an equal selec-
tion of UX evaluation and context-based evalua-
tion. It is worth noting that crowdsourced evalu-
ation was not chosen among the NLP/CL group,
which is surprising as the field is known to use
crowdworkers for evaluation. The bigger focus
given to ethics supports Moorkens’ (2022) asser-
tion that bigger emphasis must be given to the ethi-
cal behaviours of engineers, possibly showing that
NLP/CL teachers are aware of this. One partici-
pant chose ’Other’ to suggest the use of Large Lan-
guage Models (LLM) to emulate HE.

04 - In your view, what constitutes a compre-
hensive evaluation of an MT system? Please de-
scribe the key components or criteria that should
be included. From TS, nine responses focused
only on human judgements and six responses in-
cluded the use of AEM combined with HE. From
NLP/CL, six responses mentioned only human
judgements, two responses mentioned a combina-
tion of AEM with HE and among the eight an-
swers, four mentioned evaluating MT systems for
a specific purpose.” The responses from the TS
group mentioned:

* Combined measures of HE and AEM, with
State Of The Art (SOTA) metrics, and their
correlation.

* Evaluation with platforms with good UX
(clean interface, resembling the working en-
vironment of a translator).

* Genre, style, terminology, purpose of the text,
and agreement with the clients’ needs.

* Use of DQF-MQM for measuring error typol-
ogy.

* Different degrees of use of MT output, from
raw MT to PE at different levels.

 Evaluations that consider human translations
as references.

* Measurement of technical aspects (such as
training data, speed, pricing, pollution).

The attitudes from the TS group echoes some of
the expectations from the industry, such as the
adoption of TQA frameworks such as DQF-MQM,

5The full qualitative results are included in Appendix B.

495



Matural Language Processing /
Computational Linguistics

B Customised Evaluation for Specific Domains

Translation Studies

Emphasls on User Experience (UX) Evaluation

B Focus on Context for Quality Assessment B Focus on Ethics

Expansion of Multimodal Evaluation Approaches B Greater Rellance on Crowdsourced Evaluation

Other

Figure 2: Future trends of Evaluation chosen by TS and NLP/CL teachers

pricing and productivity expectations in addition
to the expectation of clients’ needs (Castilho et al.,
2018). While the NLP/CL group cites the follow-
ing:

* HE measures such as adequacy, fluency, error

analysis and different classifications
¢ Document-level considerations, such as cohe-

sion and coherence.
¢ A combination of HE and AEMs, but ulti-

mately with task-based evaluation in mind, to
consider how good is the MT system for its

appropriate use.
» Risk assessment, considering the type of er-

rors and their severity, according to the do-

main.
e User-centred assessment, where the end

user’s purpose of using the translation is to
complete a task or is satisfied by its use.

The perishability of content and its purpose
(Way, 2013; Way, 2020), in addition to risk assess-
ment which should increasingly be introduced in
the training (Doherty et al., 2018) can be noticed
by the results of these expected trends. Further,
document-level considerations also follow the rec-
ommendations made for MT evaluation (Liubli et
al., 2020).

4.4 Pedagogical Factors and
Recommendations for MTQA

This subsection focuses on the central aspect of
MTQA teaching and NLP education (Q5, Q6, and

Q7).

05 - Assess the importance of including Evalua-
tion Metrics in your academic curriculum - In
response to this question, participants assessed the
inclusion of both AEM and HE in their teaching
curriculum, as can be seen in Figure 3.

Regarding AEMs, the consensus among the
NLP/CL participants were that AEMs are ‘ex-
tremely important’, while for TS the most cho-
sen option was ‘moderately important’. Regarding
HE, while all groups claimed it to be ‘extremely
important”, the TS group mentioned that the em-
phasis is on HE since they are teaching transla-
tors, and therefore AEMs are given less focus. The
NLP/CL group mentioned the importance of both
AEMs and HE. Interestingly one participant of the
TS group mentioned that AEMs are equally impor-
tant, and one NLP/CL participant stated that, since
the course they teach is technical, less emphasis is
given to HE.

Following QS5, participants were able to add
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B 1 - Not At All Important
2 - Slightly important
B 3 - Moderately important
W 4 - Very important
5 - Extremely important

AEM HE

Matural Language Processing /
Computational Linguistics

AEM HE

Translation Studies

Figure 3: Importance of including AEMs and HE in the curriculum responded by MTQA teachers

comments by responding to Q6 - Please, add any
further comments or explanations for your pre-
vious answer. In the TS group, a participant ex-
plained that contextually it is more valuable for
them to teach HE towards translators, as AEMs are
given less focus. Another participant emphasised
that the type of student and level matters when
teaching each type of metric. For such partici-
pant, undergraduate students who are studying to
be come translators may require less attention to-
wards both metrics, but the educator explains that
for master’s NLP students there is room to intro-
duce it to them.

In the NLP/CL group, two participants ex-
plained that both metrics are relevant, AEMs pro-
viding fast, cheap and objective system checks,
while HE are used to understand the values of
AEMs and providing insights to improve the sys-
tems. One participant differentiates the teaching
of metrics in two ways: the first, being moder-
ately important, teaching the metrics directly (such
as adequacy scores, error annotation for HE and
AEMs such as COMET); while another participant
mentions that the most important is to teach the
general concepts of HE and AEMs in detail - al-
luding to a better understanding of the evaluation

process as more important than teaching individual
metrics. One participant comments that consider-
ing they teach more technical courses, there is less
focus on HE.

Both groups correspond to the expectations to a
curriculum focused on MT and its evaluation, as
what matters the most is the context in which they
are inserted (Kenny and Doherty, 2014), whether
they are translators or developers, but not forget-
ting th

Q7 - If you were to create a Human Evaluation
module in MT quality assessment addressed to
NLP students at Master’s level, what should be
the main content? Select as many as necessary.
In this question participants gave their opinion on
the important contents to be taught, as seen in Fig-
ure 4.

From the group TS, the most widely chosen op-
tion was translators as expert evaluators and design
of MT evaluation, followed by adequacy/fluency
measures and error typology. The responses from
TS may follow the recommendations from the lit-
erature such as Laubli et al. (2020) and over-
all correspond to the importance given to trans-
lators (Kenny and Doherty, 2014), such as advi-
sors on the evaluation process (Moorkens, 2017).

497



From the NLP/CL group, the most widely cho-
sen options were adequacy/fluency measures and
inter-annotator agreement, followed by usability
and design of MT evaluation. When asked to
add other topics (if any), one participant from TS
suggested understanding evaluation tools and plat-
forms with analytics, and another TS educator sug-
gested how to interpret results, including general-
isability. Among the NLP/CL group, one partici-
pant suggested that a whole module on evaluation
is not justified, and another participant suggested
"mid-level evaluators’, reproducibility of evalua-
tion and bias detection.

Further recommendations in the realm of UX
are given, as one of the participants mention how
tools and platforms with analytics and insights are
important to be introduced, especially if they are
accessible. This may be a reason why platforms
such as MATEO are being adopted in the class-
room (Macken et al., 2023), and to avoid issues
that had happened before as reported in Doherty
and Kenny (2014) when students were not able to
perform AEM scoring due to the unfriendliness of
the platforms.

4.5 Pedagogical Challenges

The literature indicates different reasons that may
impede more training on evaluation, such as the
curriculum (Madureira, 2021) or limited motiva-
tion to perform and understand QA processes (Do-
herty et al., 2018). Thus, this section focuses on
the pedagogical elements that may introduce prob-
lems in implementing MTQA teaching.

08 - Beyond content (such as human evaluation
metrics or automatic evaluation metrics), what
other pedagogical aspects do you believe may be
currently lacking in the teaching of MT quality
assessment? Please select all that apply. Par-
ticipants could select different aspects of teaching
such as instructional constraints, hours, and others,
as seen in Figure 5

In the TS group, the most commonly-chosen
options were allocated hours and faculty exper-
tise and development, followed by curricular struc-
ture and lastly by scalability of teaching meth-
ods. Expertise and development being one of the
most chosen resonates with Doherty et al. (2018)
mentioning how educators have to face an evolv-
ing and rapidly changing technological scenario,
which may make teaching MTQA more difficult.
The allocated hours being also one of the most

chosen might be related to MTQA being taught un-
der modules on translation technologies where MT
is one component and MTQA is a minor aspect, or
a module focused on MT which covers different
paradigms, use-cases and MTQA may have more
room.

In the NLP/CL group, the most commonly-
chosen was allocated hours followed by curricular
structure followed by the allocated hours, which
has been seen in the literature beforehand as an is-
sue (Madureira, 2021).

Q9 - If you were to create a Human Evaluation
module in MT quality assessment addressed to
NLP students at Master’s level, what would be
the best format? Inquired about an ideal format
for MTQA training focused on HE, participants re-
sponded the following as per Figure

The TS group by a majority suggested an aca-
demic module (which is probably unlikely given
the previously mentioned time constraints within
programmes), followed by the option of a week-
long course and a workshop. The NLP/CL group
suggested equally an academic module and the op-
tion ’other’, followed by a two-day course and a
week-long course. The ’other’ response suggested
that each format could be taught depending on the
purpose, such as the massive open online course
in order to have more time, or a whole-day work-
shop to introduce the basis of evaluation, or in be-
tween a two-day and a week long course, leading
the learning to be more contextual. As a follow up,
they were asked a question about modality.

Q10 - Given your previous choice on the best
format for a Human Evaluation module, what
teaching modality would be most suitable? As
seen in figure 7, the TS group chose in-person,
spread out over several weeks, followed by
blended, with the least chosen as an online, syn-
chronous training. Most of the NLP/CL group
chose an in-person intensive training, followed by
and online synchronous training and an in-person
training spread out over several weeks. The ’other’
option chosen by a participant of the NLP/CL
group suggested that the best modality depends
more on the teacher than the topic itself.

Q11 - Please, add any further comments or ex-
planations for your previous answers from Q10
and Q09 here. Within the TS group, one partici-
pant commented that the in-person contact is im-
portant for the possibility of providing technical
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B Online, asynchronous
- Online, synchronous
W In-person, intensive
M In-person, spread out over several weeks
Blended
Other (please specify)

Natural Language Processing / Translation Studies

Computational Linguistics

Figure 7: Preferred modality for HE training responded by
TS and NLP/CL teachers

support, alluding to easier technical support to stu-
dents with certain aspects of MTQA. Another par-
ticipant explained in detail about their experience
for a Master’s level training, addressing that aca-
demic modules are the only mandatory elements,
so the participant suggests spread-out hands-on
sessions, such as workshops, in order to provide
the different aspects of evaluation for NLP/CL stu-
dents. Another TS educator complemented that
since translator competence takes time to develop,
translation evaluation also follows, thus, advocat-
ing for long-term training. One educator empha-
sises that understanding and agreement with the
needs of the students would be important to choose
the format, so long there was interaction. While
the NLP/CL group suggests as many laboratory
and hands-on sessions as possible, while another
educator suggests that long-term training spanning
overall several weeks allow discussion and the op-
portunity of individual work.

5 Final Considerations and Future
Challenges

By comparing the two groups, it can be seen that
their attitudes and difficulties reflect both contex-
tual factors of their teaching, and needs commonly
associated with their profession.

For TS educators, there has been an increas-
ing effort to integrate the newest technological ad-
vancements into their teaching while still main-
taining the critical approach of their use. TS ed-
ucators focus on teaching MTQA for translation

trainees in order to foster their MT literacy, ei-
ther for more proficient use when performing PE
or to prepare them to serve as consultants in the
development of MT systems. For either, it places
TS educators and the future translators in a posi-
tion to ensure a safer use of translation systems.
NLP/CL educators tend to place more attention to-
wards the ethics, and regard the design of MT eval-
uation among the most chosen topics, which can be
performed by translators who can serve as experts
on this process.

We have seen in section 4.5 that the technical as-
pect may present different pedagogical challenges
for TS educators Q8, since teaching technical ele-
ments to a non-technical audience requires acces-
sible resources. Therefore, there has been research
done focused on the experience of translators per-
forming PE, and evaluating MT systems. As a re-
sult, over the past years platforms such as Mut-
NMT and MATEO are paramount to make aspects
of evaluation accessible, especially when teaching
AEMs. Accordingly, for TS lecturers who reported
faculty expertise and development as a pedagogi-
cal difficulty, those platforms are an important re-
source for educators.

The NLP/CL group reports other difficulties
with MTQA, primarily in finding room in the cur-
ricular structure to focus on evaluation (Section
(4.5, Q8). It is worth noting that this group does
not recognise either type of evaluation as less im-
portant. In fact, the survey shows that NLP/CL ed-
ucators recognise the importance of HE in MTQA
and teach different evaluation metrics to differ-
ent groups according to their profiles and roles
in the evaluation process. Due to the amount of
technical content in development to be covered, it
has been suggested by NLP/CL educators that the
most appropriate way to cover evaluation would
be through intensive, interactive, hands-on work-
shops to practise different aspects of evaluation
- either the design planning, different approaches
or the annotation. However, based on the results,
NLP/CL educators appear to suggest that NLP
master’s students who are choosing to work on MT
development and evaluation should know the basic
approaches and should still place translators at the
centre of the evaluation. These results show the
efforts of the MT community at demonstrating the
importance of every stakeholder in the MTQA pro-
cess - from developer to evaluator.

The design and implementation of MTQA still
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brings challenges (Section 4.5), but TS, NLP and
CL educators report it is essential, whether you are
training translators or developers. Challenges to
overcome may include:

* Teaching the design of a MT system eval-
uation is important, but also the user-
friendliness of the platform or methodology
of evaluators, placing UX as a worthy topic
to investigate.

* Finding space in the curriculum for evalua-
tion may be difficult, so a solution proposed
is the design, development and implementa-
tion of practical workshops around MTQA.

* LL.M-based evaluations emulating HE may
become more common, and thus, educators
need to be prepared to teach NLP profession-
als the appropriateness of using this approach
in evaluation.

As observed in section 4.3, (Q4), the survey also
provided some insights on what constitutes a com-
prehensive evaluation of MT, demonstrating the
awareness of the educators.

* Due to its situational nature, the purpose of
the system and its end-user are important fac-
tors in designing an evaluation.

* A combination of HE and AEM and its corre-
lations are ideal, particularly to show in train-
ing.

* Risk assessment and perishability of content
are a factor to note the degree of how com-
prehensive the evaluation should be.

This survey shines light on the directions of
MTQA education according to educators from dif-
ferent fields. We hope the insights and recommen-
dations presented here can aid the MT community
in fostering MTQA education.
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Appendix A. Full Questionnaire * Q17 (In the survey, Q4) - In your view,
Questions in bold are the ones selected for this what constitutes a comprehensive evalua-
paper. tion of an MT system? Please describe the

* Q1 - Name - (Open-ended)
* Q2 - Email - (Open-ended)
* Q3 - List of Countries - (Close-ended)

* Q4 - What is your highest level of education?
- (Close-ended)

* QS5 (In the survey, Q1) - What is your field?
- (Close-ended)

* Q6 - How many hours do you spend teaching
per week? Move the slider according to the
amount of hours. - (Close-ended)

* Q7 - What are your other main work activi-
ties? - (Close-ended)

* Q8 - In your current teaching role, how much
influence do you have over the curriculum, in-
cluding changes to the syllabus and teaching
methods? - (Close-ended)

* QO - Please, add any further comments or ex-
planations for your previous answer here. -
(Open-ended)

* Q10 - What type of students do you work
with, mostly? - (Close-ended)

* QI1 - At what academic levels do you cur-
rently teach? Please select all that apply. -
(Close-ended)

* Q12 - What modality/modalities do you de-
liver training in? - (Close-ended)

* Q13 - Have you taught MT quality assess-
ment before? - (Close-ended)

* Q14 - Please rate the significance of incorpo-
rating human evaluation into the development
of MT systems. Rate on a scale of 1 to 5. -
(Close-ended)

* Q15 - Please, add any further comments or
explanations for your previous answer here. -
(Open-ended)

* Q16 (In the survey, Q3) - In your opinion,
what trends do you foresee in evaluation
metrics that incorporate human judgment
for MT systems? Select all that apply. -
(Close-ended)
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key components or criteria that should be
included. - (Open-ended)

Q18 (In the survey, Q2) - What types of MT
evaluation do you teach? - (Close-ended)

Q19 - Please, add any further comments or
explanations for your previous answer here. -
(Open-ended)

Q20 - Do you teach evaluation for NLP tasks
(e.g. summarisation, speech recognition, sen-
timent analysis) other than MT? - (Close-
ended)

Q21 - Please, add any further comments or
explanations for your previous answer here. -
(Open-ended)

Q22 - How many years have you been teach-
ing MT quality assessment? Move the slider
according to the amount of years. - (Close-
ended)

Q23 - Assess the importance of teaching stu-
dents how to plan evaluations for MT systems
in your academic curriculum. Please rate the
importance of integrating evaluation planning
as part of the academic curriculum for MT
quality assessment. - (Close-ended)

Q24 - Please, add any further comments or
explanations for your previous answer here. -
(Open-ended)

Q25 (In the survey, Q5) - Assess the im-
portance of including Evaluation Metrics
in your academic curriculum. Please eval-
uate the importance of integrating evalu-
ation metrics into the academic curricu-
lum for MT quality assessment. You will
be presented with two types of evaluation
metrics. Rate on a scale of 1 to 5. - (Close-
ended)

Q26 (In the survey, Q6) - Please, add any
further comments or explanations for your
previous answer here. - (Open-ended)

Q27 (In the survey, Q8) - Beyond content
(such as human evaluation metrics or auto-
matic evaluation metrics), what other ped-



agogical aspects do you believe may be cur-
rently lacking in the teaching of MT qual-
ity assessment? Please select all that apply.
- (Close-ended)

* Q28 - Please, add any further comments or
explanations for your previous answer here. -
(Open-ended)

* Q29 (In the survey, Q7) - If you were to
create a Human Evaluation module in MT
quality assessment addressed to NLP stu-
dents at Master’s level, what should be the
main content? Select as many as necessary.
- (Close-ended)

* Q30 - Please, add any further comments or
explanations for your previous answer. -
(Open-ended)

* Q31 (In the survey, Q9) - If you were to
create a Human Evaluation module in MT
quality assessment addressed to NLP stu-
dents at Master’s level, what would be the
best format? - (Close-ended)

* Q32 (In the survey, Q10) - Given your
previous choice on the best format for a
Human Evaluation module, what teaching
modality would be most suitable? - (Close-
ended)

* Q33 (In the survey, Q11, in relation to Q9
and Q10) - Please, add any further com-
ments or explanations for your previous
answers from Q31 and Q32 here. - (Open-
ended)

* Q34 - Is there anything else you would like to
add? - (Open-ended)

speed (inference time). The generalization
power and particularly the robustness to do-
main shift should be evaluated.

P3 - I think that the evaluation of an MT
system cannot be detached from the intended
purpose. If the MT system is used to gener-
ate draft translations the key thing to evaluate
is translation productivity. In the MT system
is used for gisting, the key thing to evaluate
is the ability of the user of the MT system to
perform a task after reading the MT output.

P4 - Human and automatic evaluation. But ul-
timately, task-based evaluation is most impor-
tant: how good is the MT for whom in what
situation?

PS5 - For assessing the appropriateness of an
MT system, I consider that there are differ-
ent elements worth considering: 1. The do-
main of use (e.g. medical, legal, etc.) 2.
Translation quality (does the MT system pro-
vide ”good enough” quality for the domain?)
3. The machine translation user experience
(MTUX) (Is a translator the one using the MT
system? Any other type of MT user? What
are the MT needs of this type of user? Un-
doubtedly, MT needs will vary among differ-
ent MT users) Once all these elements have
been considered and factored in, an informed
decision can be taken, whether X system is
appropriate or not for a specific use-case and
user type

P6 - Error analysis, Style preservation, Coher-
ence, Document level aspects

P7 - A comprehensive evaluation of the use-
fulness (sometimes called “quality*) of an

Appendix B. Full responses from Q4 - In your
view, what constitutes a comprehensive evalua-
tion of an MT system? Please describe the key
components or criteria that should be included.

MT system should mimic as much as pos-
sible the usage scenario and the indicators
of usefulness. For instance, if one wants to

* P1 - adequacy, error annotation and some
classification

* P2 - To evaluate an MT system, we should
take into account the training data used (quan-
tity and quality) - this includes the pretrain-
ing data if the model is based on a pre-
trained model-, the size of the model (num-
ber of parameters), the memory footprint, the
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use MT to increase the productivity of trans-
lators, then evaluation should measure pro-
ductivity in a scenario which is as similar
as possible to that in which translators work.
Judging “translation quality” through human
judgements (usually produced “in vacuo®) is
clearly inferior to this approach.

P8 - ’traditional’ sentence-level assessment
- document-level assessment - user-centered



assessment : does the translation enable read-
ers to complete a task or otherwise ’satisfies’
readers? - error analysis: what type of errors
we see, what severity they present, and conse-
quently perform a risk assessment, depending
on the type of document and the type of errors
found

P9 - * Oriented to particular MT use (as-
similation or dissemination, for example) *
Blinded in the sense that humans do not know
whether they are evaluating other humans or
machines to avoid biases * Measuring pro-
ductivity in case of MT used by professional
translators

P10 - source text as well as output evaluation
P11 - Accuracy and style

P12 - Translation quality assesment, i.e. MT
vs human output; evaluation of PE effort;
consistent teminology, style; error typology
(and several other aspects that I am unaware
of at this time and/or may arise in the future)

P13 - The evaluation should take into ac-
count accuracy, appropriateness (genre, stlye,
terminology, etc.), general language quality,
alignment with clients’ needs.

P14 - Language level. Choice of terminology.
Expression of ideolect. Stylistic clarity. De-
gree of understanding of the sociolect of the
translation. Y

P15 - I think both automatic evaluation and
human evaluation are essential. Automatic
evaluation should be performed with a suffi-
ciently large sample using one or more SOTA
metrics. Human evaluation should be per-
formed in a platform that facilitate scoring
with a clean interface and should mimic as
much as possible the working environment of
a translator.

P16 - For an evaluation to be comprehen-
sive, it should cover the multiple dimen-
sions involved in the adequacy of the system,
from technical aspects (training data, speed,
pricing, pollution...) and linguistic (accu-
racy, fluency, grammaticality, contextual ad-
equacy...) to the user experience (perception,
use, ethics...).
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e P17 - Evaluation based on both automatic

scores and human judgement, as well as
investigations into how well they correlate.
Comprehensive human evaluation should in-
clude error annotation using an error typology
such as MQM, ranking tasks and post-editing.

P18 - Combination of state-of-the-art auto-
matic metrics and human evaluation, includ-
ing inter-annotator agreement.

P19 - Beyond the above (usability, context,
ethics, multimodality): adequacy metrics,
quality-level differentiation, workflow inte-
grability, data transparency

P20 - Actually, DQF-MQM is a good exam-
ple of a comprehensive evaluation of MT sys-
tem.

P21 - Accuracy and fluency are basic metrics,
but the former especially needs to be mea-
sured at document level. Appropriate termi-
nology is vital for most domains. Outputs
need to be vetted for unwanted bias. Literary
and other creative texts require other criteria
to be used (e.g. creativity, appropriateness of
fictive dialogue, etc.).

P22 - biases - user experience - no hallucina-
tions - Skopos

P23 - - The basic fluency and adequacy cri-
teria - Is the information usable for specific
contexts. It seems that most evaluation fo-
cuses solely on linguistic quality, but it would
be important to also evaluate whether raw MT
is usable in some situations. For example,
is the information patent or law profession-
als get from raw MT sufficient for them mak-
ing judgments about the importance and rele-
vance of that information? This is a common
and growing use case, but [ haven’t seen much
research that tests its viability



