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Abstract

Natural Language Processing (NLP) research
is increasingly focusing on the use of Large
Language Models (LLMs), with some of the
most popular ones being either fully or partially
closed-source. The lack of access to model
details, especially regarding training data, has
repeatedly raised concerns about data contam-
ination among researchers. Several attempts
have been made to address this issue, but they
are limited to anecdotal evidence and trial and
error. Additionally, they overlook the prob-
lem of indirect data leaking, where models
are iteratively improved by using data com-
ing from users. In this work, we conduct the
first systematic analysis of work using Ope-
nADl’s GPT-3.5 and GPT-4, the most promi-
nently used LLMs today, in the context of data
contamination. By analysing 255 papers and
considering OpenAl’s data usage policy, we ex-
tensively document the amount of data leaked
to these models during the first year after the
model’s release. We report that these models
have been globally exposed to ~4.7M samples
from 263 benchmarks. At the same time, we
document a number of evaluation malpractices
emerging in the reviewed papers, such as un-
fair or missing baseline comparisons and repro-
ducibility issues. We release our results as a col-
laborative project on https://leak-1lm.github.io/,
where other researchers can contribute to our
efforts.

1 Introduction

The recent emergence of large language models
(LLMs), that show remarkable performance on a
wide range of tasks, has led not only to a dramatic
increase in their use in research but also to a grow-
ing number of companies joining the race for the
biggest and most powerful models. In pursuing
a competitive advantage, many popular LL.Ms to-
day are locked behind API access and their de-
tails are unknown (OpenAl, 2023; Thoppilan et al.,
2022; Touvron et al., 2023). This includes model
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weights (OpenAl, 2023), training data (Piktus et al.,
2023), or infrastructural details to assess model car-
bon footprint (Lacoste et al., 2019).

In particular, the lack of information on training
data raises important questions about the credibility
of LLMs performance evaluation. The data from
which these models learn, typically collected au-
tomatically by scraping documents from the web,
may contain training, validation, and — most crit-
ically — test sets coming from NLP benchmarks.
Because of this, researchers and stakeholders may
later inadvertently evaluate LLMs on the same data
they were trained on. This phenomenon, known
as data contamination, may not be an issue in the
general use of commercial LLMs, where adherence
to research principles is not mandatory, but it be-
comes a serious problem when these models are
widely used and evaluated in research.

Unfortunately, many proprietary models are
locked behind inference-only APIs, making it hard
to inspect data contamination. Because of this, ex-
isting work on the matter mostly focuses on detect-
ing extreme forms of overfitting and memorization,
such as the model’s ability to generate benchmarks
verbatim. These approaches are not only limited
but also neglect that recent proprietary LLMs get
iteratively improved from user interactions. If such
interactions involve benchmark data (for example
when researchers evaluate LLMs against baselines),
the model may, in fact, become contaminated even
if it was contamination-free during its initial train-
ing. We refer to this phenomenon as indirect data
leaking.

In this paper, we address the issue of indirect
data contamination in closed-source! LLMs by con-
ducting a systematic literature review. We review
255 papers and carefully detail data leakage emerg-
ing from them. We focus primarily on the models

'In this paper we use the terms “proprietary” and “closed-
source” interchangeably to refer to these models.
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accessible through OpenAI’s ChatGPT,> (GPT-3.5
and GPT-4%) as these are the most frequently used
commercial LLMs in NLP research. By consid-
ering OpenAl’s data usage policy, we assess how
much data was reported to be sent to the models
in a way that it could be used for further training,
hence giving the models an unfair advantage during
evaluation. We also report a series of emergent eval-
uation malpractices, including lack of comparison
with other approaches, differences in the evalua-
tion scale (e.g., evaluating open models on entire
benchmarks while comparing to proprietary LLMs
evaluated on samples only), lack of code and data
access, or data leakage even in situations where it
could be avoided. To our knowledge, this work is
the most comprehensive and extensive quantifica-
tion of the data leakage issue in LLMs to date.
In short, our contributions are as follows:

(1) We systematically analyse 255 papers evaluat-

ing OpenAI’s GPT-3.5 and GPT-4 on a variety

of tasks in NLP and other domains (Section 4).
(2) For each paper, we estimate the amount of
data leaked in such a way that it could be
used for further model training. Overall, we
conclude that ~42% of the reviewed papers
leaked data to GPT-3.5 and GPT-4, for a to-
tal of ~4.7M benchmark samples across 263
benchmarks (Section 5.1).

(3) We further analyse the evaluation protocols
of the selected papers, and we reveal some
critical malpractices limiting both the ex-
periments’ reproducibility and fairness (Sec-
tions 5.2 and 5.3).

(4) Based on our findings, we propose a list

of suggested practices for the evaluation of

closed-source LLMs (Section 6).

We believe that our work can contribute to ongo-
ing efforts on quantifying LLM data contamination
by pointing out which datasets are worthy of fur-
ther investigation. We release our survey results
as a collaborative repository, in the form of a web-
page at https://leak-1lm.github.io/. It features a list
of datasets, detailing the extend of data leakage
for each of them. We invite other researchers to
contribute any additional known leaks to the list.

*https://openai.com/blog/chatgpt
3https://openai.com/gpt-4
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2 Prior Work on LLM Data
Contamination

Work on LLMs data contamination traces back to
OpenAl’s GPT-3 (Brown et al., 2020; Magar and
Schwartz, 2022), one of the first models with API-
only access and limited training data disclosure.
Despite results hinting at the presence of signifi-
cant data contamination (Raffel et al., 2020; Ma-
gar and Schwartz, 2022), the model has been used
extensively in research and the issue was rarely
taken into account when interpreting its perfor-
mance. With the release of ChatGPT and following
closed-source models to general public,* the data
contamination topic became an even more pressing
issue.

When a model is closed-source, it becomes im-
plicitly complex to assess data contamination from
known benchmarks. Therefore, only few practical
approaches have been proposed to investigate the
issue.

One notable example is the LM Contamination
Index,’ featuring a regularly updated estimate of
contamination for a list of both open and propri-
etary models. This approach works by zero-shot
prompting the model to generate instances from
specific datasets, providing details on the required
split and format (Sainz et al., 2023). The premise
is that no model should be able to replicate specific
benchmark formats without having seen them first.

More applied approaches have been proposed re-
cently (Golchin and Surdeanu, 2023), where LLMs
are prompted to complete a given sentence com-
ing from a known benchmark. The completion is
then compared with the original reference through
text overlap metrics and a statistical test is used to
assess if the model is contaminated.

Although these preliminary works are promis-
ing, they cannot be fully trusted and have some
limitations. Most importantly, they are based on
an assessment of the model’s ability to generate an
example from the benchmark. The recall of such
methods can be affected by two issues:

(1) Some closed-source models have incorpo-
rated special filters into their decoding algo-
rithms that prevent them from generating texts
that significantly overlap with their training
sets (GitHub, 2022; Ippolito et al., 2023). This

“Including GPT-4 (OpenAl, 2023), Google’s LaMDA
(Thoppilan et al., 2022) and PaLM (Chowdhery et al., 2022),
Cohere’s Command and Anthropic’s Claude.

>https://hitz-zentroa.github.io/lm-contamination/


https://leak-llm.github.io/
https://openai.com/blog/chatgpt
https://openai.com/gpt-4
https://blog.google/technology/ai/lamda/
https://ai.google/discover/palm2/
https://cohere.com/models/command
https://claude.ai/
https://hitz-zentroa.github.io/lm-contamination/

creates an additional noise for the detection
methods and results in the lack of confidence
that even the datasets tested negative for data
leakage are not present in LLM training data.

(2) Such approaches can only detect the most ex-
treme form of overfitting which results in (al-
most) complete memorization of data samples
by the model. However, even a regular adjust-
ment of the model by training on the leaked
data, which does not necessarily lead to its
memorization, poses a problem for fair com-

parisons.

3 The Issue of Indirect Data Leaking

The related work presented in Section 2 approaches
the issue of data contamination mainly by back-
tracking models’ training data. It is commonly
assumed that using benchmarks available only to
authorised parties, or datasets being constructed
after the ChatGPT release, is a guarantee that they
have not been leaked. This ignores the fact that
models using reinforcement learning from human
feedback (RLHF, Ouyang et al., 2022), such as
those used by ChatGPT, are subject to repeated up-
dates (Aiyappa et al., 2023) with training data also
coming from user interactions. This process leads
to a previously overlooked phenomenon, where
new data are leaked to the model just through using
it. We refer to this problem as indirect data leaking
and consider it a new development of the issue for
two main reasons:

(1) Unlike plain text scraped from the internet,
data from users might be harder to inspect
for contamination as it might involve model
prompts, textual alterations, or truncation of
benchmark samples.

(2) Users supply the data along with instructions
on how to perform the task. In LLMs, this can
be considered a novel form of gold-standard
data for continued training, even in the ab-
sence of target labels. Model updates on such
data are likely much more effective than plain

in-domain text.

The issue (1) is particularly complex to trace,
even with a conscious and targeted effort by the
LLM vendor. When evaluating a closed-source
LLM, users often feed the model with test-set sam-
ples (with or without labels) surrounded by ad-
ditional text, such as instructions in the form of
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prompts. In some cases, especially when evaluating
the LLM robustness, the test-set samples are per-
turbed and hence no longer an exact match of their
original version. Therefore, it is unlikely that LLM
vendors could effectively exclude leaked bench-
marks from further model fine-tuning, especially at
scale. For (2), it would be necessary to understand
how the LLM vendor uses the data to improve the
model. A very likely scenario is continued pre-
training, where the data leaked by users is treated
as an in-domain corpus (and thus given more in-
fluence than pretraining data). This procedure is
known to improve models’ performances in the
leaked domains (Gururangan et al., 2020). Notably,
Shi and Lipani (2023) find that fine-tuning a model
on in-domain text enriched by textual instructions
leads to an increase in the model performance even
if gold labels are not shown to the model. This
setup perfectly matches the kind of data shown to
chat LLMs when evaluated by researchers. This
means that closed-source LLMs such as GPT-3.5
and GPT-4 can make use of these gold standard
examples from widely used NLP benchmarks to
gain an unfair advantage over other models.

We also point out that recent work (Aiyappa
et al., 2023) showed that after model updates, Chat-
GPT performance improved on benchmarks to
which it was previously exposed (Zhang et al.,
2022). With these motivations, we conduct a
systematic review to quantify how much of such
data the models powering ChatGPT could have
obtained.

4 Methodology

Following the standard systematic review proto-
col from the medical domain (Khan et al., 2003),
we analyse the existing work on LLMs evaluation
to inspect the issue of indirect data contamination
and other evaluation malpractices. We focus on
OpenAI’s GPT-3.5 and GPT-4 models, as they are
the most prominently used in recent NLP research.
We organize our work into five macro-steps, corre-
sponding to the following subsections.

4.1 Framing questions

In reviewing the existing work evaluating the per-
formace of GPT-3.5 and GPT-4, we pose the fol-
lowing research questions:

(1) Which datasets have been demonstrably
leaked to GPT-3.5 and GPT-4 during the last
year?



(2) Do all papers evaluating these models include
a fair comparison with existing baselines?

4.2 Identifying relevant work

We employ commonly used online databases® and
major NLP conferences proceedings (including
ACL, NAACL, EMNLP, NeurIPS), considering
both peer-reviewed work and pre-prints, as the in-
teraction with LL.Ms happened regardless of pub-
lication status. We filter our queries on work con-
taining the terms “ChatGPT”, “GPT-4”, “GPT-3.5”
“OpenAl” “evaluation”, “large language models”,
“AI” either in title, abstract, body, or all of them.

We also do not limit our search to computer sci-
ence works only, as recent LLMs have been investi-
gated by researchers from many other domains, e.g.
healthcare (Kung et al., 2023), psychology (Cai
et al., 2023) and education (Szefer and Deshpande,
2023). Since the ChatGPT models are our primary
focus, we limit our search to works between late
November 2022 (when the first model was publicly
released) and early October 2023. Among all the
papers, we first do a preliminary screening, assess-
ing if they effectively run GPT-3.5 or GPT-4 in any
form.”

4.3 Assessing quality and relevance

To assess which work effectively leaked data to
ChatGPT, we refer to OpenAI’s data usage policy,?,
which explicitly mentions the use of users’ data for
model training:

"[...] when you use our services for indi-
viduals such as ChatGPT or DALL-E, we
may use your content to train our models

[...]"

It also clarifies that the user data are not used for
model training if sent via API and business ser-
vices:

"[...] we don’t use content from our busi-
ness offerings [...] and our API Platform
to train our models [...]"

Therefore, only the work interacting with the
models through the web interface” is considered to

‘We query Google Scholar, Semantic Scholar, DBLP,
arXiV, ACL Anthology.

"We encountered a small number of papers also comparing
to other closed-source LLMSs, such as Anthropic’s Claude.

8https://help.openai.com/en/articles/

5722486-how-your-data-is-used- to-improve-model-performance

*https://chat.openai.com/

leak data. We note that while it is possible to opt
out of providing the data for model improvement
purposes,”! we found no evidence suggesting any
of the surveyed papers did so.

A small number of works used both the web
interface and API access.'® We carefully review
such works to calculate which portion of the data
was used in the former setup. We drew our con-
clusions from the paper draft history on arXiv; in
some cases, this information was also transparently
disclosed by the authors. In the case of work with
multiple drafts dating before the model release in
November 2022, we consider the earliest draft that
includes GPT-3.5 or GPT-4 for the calculation.

4.4 Summarizing the evidence

We inspect each surveyed paper, looking for infor-
mation on the used datasets, split, and number of
samples. If no mention of sampling or similar infor-
mation is made, we assume that the whole dataset
has been used. Similarly, if no information on the
used split is provided, we assume that the authors
treated the dataset as a whole. It could be argued
that feeding entire datasets to ChatGPT is unreal-
istic because of the usage restrictions imposed by
OpenAl on the web interface, and the amount of
work necessary for manually inputting the data in-
side the chat. However, we note that quickly after
ChatGPT release, many unofficial wrappers have
been developed!! for circumventing said issues,
most of which are still in active use. We also point
out that many of the papers we surveyed mentioned
the use of such tools explicitly.

We also track secondary information relevant to
the evaluation — for each work, we inspect: (1) if it
has been peer-reviewed;'? (2) if the used prompts
are available; (3) if a repository to reproduce the
experiment is provided; (4) if the authors used a
whole dataset or a sample; (5) if GPT-3.5 or GPT-4
were compared to other open models/approaches
and if the evaluation scale was the same; (6) if the
version of the model used is reported.

4.5 Interpreting the findings

We report the results of our review both quantita-
tively and qualitatively. Specifically, we report the
number of works surveyed leaking data to GPT-

19T heir experiments began prior to March 1st, 2023 and the
authors started using the API soon after it was released.

"E.g. revChatGPT, PyChatGPT, and ChatGPT-to-APL

2We do note that part of the work we reviewed might still
be under review, also see Footnote 15.


https://scholar.google.com/
https://www.semanticscholar.org/
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https://arxiv.org/
https://aclanthology.org/
https://help.openai.com/en/articles/5722486-how-your-data-is-used-to-improve-model-performance
https://help.openai.com/en/articles/5722486-how-your-data-is-used-to-improve-model-performance
https://chat.openai.com/
https://github.com/acheong08/ChatGPT
https://github.com/rawandahmad698/PyChatGPT
https://github.com/acheong08/ChatGPT-to-API

3.5 or GPT-4 in such a way that it can be used
by OpenAl to further improve the model (accord-
ing to their data policy). In this paper we do not
distinguish between works leaking data to GPT-
3.5, GPT-4, or both. This is because indirect data
leaking is caused by browser access, where both
models are available through the ChatGPT Plus
subscription. We also note that OpenAl confirmed
that creating GPT-4 involved the use of ChatGPT
to some extent.'? For this reason, we estimate the
data leakage to be effectively shared across the two
models and for simplicity, we refer to both models
as “ChatGPT” from now on.

We also document a series of evaluation prac-
tices emerging for the work reviewed that is
problematic with respect to objectiveness and
reproducibility. Finally, drawing upon our re-
sults, we present a series of best practices for re-
searchers evaluating OpenAl’s and other closed-
source LLMs.

5 Results

Following our methodology, in the first step we
identified 255 research papers, 212 of which were
found relevant'# during the initial screening (see
Sec. 4.2). Among the relevant papers, 70 (~ 32%)
were peer-reviewed, while the remainder (142) con-
sisted of pre-prints.!> We subsequently analysed
the retrieved papers to examine the problem of
data contamination and the adopted evaluation prac-
tices.

5.1 Indirect data contamination

From our analysis, 90 papers (~ 42%) accessed
ChatGPT through the web interface, hence provid-
ing data that OpenAl could have used to further
improve its models.

We first inspected the time distribution of the re-
viewed works (Figure 1) to gain insight into when
most data leaks happened. Unsurprisingly, the ma-
jority of the papers leaking data dates before the
official release of ChatGPT API, and it can be seen

Bhttps://openai.com/research/gpt-4

4The excluded papers either were opinion pieces that mini-
mally tested ChatGPT on certain tasks, or did not include any
evaluation.

SWe note that, during this paper’s review period, 43 of
the pre-prints were peer-reviewed and published. However,
some of the relevant proceedings have not been released yet,
making it impossible to consistently check for paper updates.
We cannot rule out that some of these works leaked more
data with further experiments, or addressed some evaluation
malpractices.
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Figure 1: Distribution of the dates when papers evaluat-
ing ChatGPT were first uploaded to arXiv or published.
The dotted line represents the ChatGPT API release
(March 1st, 2023, dotted line in the chart) as a cutoff
point. The single paper shown using the API in Febru-
ary is by a research group that reported having early
API access.

that web interface access rapidly decreased follow-
ing March 2023. However, we must note that (1)
a considerable amount of work kept using the web
interface to access ChatGPT until September 2023
and (2) our analysis cannot inspect the preliminary
stages of prompt engineering, which are rarely re-
ported and might still be done through the web
interface because of its trial-and-error nature.

The presence of leaked data after the API release
may indicate that a part of the research commu-
nity is either unaware of OpenAl’s data policy, or
does not consider it a problem when conducting
experiments. Many works, especially small case
studies, also reported using the web interface for
cost reasons, as it allows free access to the models.

As a second step, we quantified leak severity per
dataset and split. For work specifying the amount
of data used (either in the paper or through a repos-
itory), we consider the given value. For the rest, we
calculate it by inspecting the actual dataset.!® In
seven papers, no number of samples used was spec-
ified, so we contacted the authors for clarification.
In the two cases where the authors did not respond,
we assumed the entire split of a dataset was used.
We calculated both the number of instances and
the percentage of the considered split (or the whole
dataset when applicable).

Since a small number of datasets (18) was used
in multiple papers in different amounts, we had
to consider whether these should be interpreted as

*We mainly use HuggingFace Datasets, but also refer to
Kaggle or other sources based on availability.


https://huggingface.co/datasets
https://www.kaggle.com/

Split = train Split = test or dev
5‘ 75 ol
55
g 50
>
]
E 25 3
0 10000000 02 1 0
0 50 100 O 50 10C
_ Leak %
Split = all 85
- 75
g
o 50
=
£ 25 :@\_/0/
2
0 01 1
0 50 100
Leak %

Figure 2: Data leakage distribution. We report the num-
ber of times (y) we observed a specific percentage of
leaking (x) for the considered split. As some work
vaguely describes the used split as “test or dev set”, we
merge these two values in a unique chart.

individual separate leaks (that should be summed
up) or not. We were not able to verify this from
the provided data, so we adopted an “optimistic”
approach and assumed that the largest leak for a
given dataset is always a superset of all smaller
ones.!”

Our calculations show that the 90 papers leaked
data from 263 unique datasets, for a total of over
4.7M samples (see Tables 4 to 6 in the Appendix).'®

We find most samples (~ 93.8%) coming from
datasets treated as whole (with no split), followed
by test and development (~ 5.6%),'” and training
(~ 0.6%) sets. In line with what we discussed in
Section 3, we can conclude that ChatGPT was ex-
posed to millions of benchmark samples, enriched
with instructions that could be considered de-facto
novel gold-standard data in some cases.

We also report that several works included the
examples’ labels when few-shot prompting Chat-
GPT or using it as a reference-based evaluation
metric. We consider this the worst possible case
of data leaking, as it gives the model information

"We also tried a pessimistic approach, where we assumed
all the leaks were independent, but due to the small number
of works covering the same data, the results are virtually
identical.

18The survey total is 4,714,753 leaked samples.

19As some work vaguely describes the used split as “test or
dev set”, we merge these two values.
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Table 1: The number of datasets with low (Lo),
moderate-low (M-Lo), moderate-high (M-Hi) and high
leak severity (Hi) is reported for each task, omitting cus-
tom datasets. A more detailed table, including specific
dataset names, is provided in the Appendix C.

about the desired output as well.

To classify leak severity, we examine the fre-
quency distribution of leak sizes (Figure 2). It
appears that most works either leak full splits
or very small samples, with only a few works
leaking intermediate amounts. With this informa-
tion, we classify a portion of leaked data as low
(< 5%), moderate-low (5 — 50%), moderate-high
(50 — 95%), or high (> 95%).

Consequently, we categorize all leaked datasets
into these 4 thresholds. Overall, we find a low
leak for 66 (~ 25%) datasets, moderate-low for
47 (~ 18%), moderate-high for 10 (~ 4%) and
high for 142 (~ 53%). This result is particularly
worrying as the majority of datasets were almost
completely leaked.

Finally, we inspect which NLP tasks are cov-
ered by the leaked data (Table 1). We find that the
tasks suffering the most from high leaks are nat-
ural language inference, question answering, and
natural language generation. These and other tasks
include many highly popular NLP benchmarks, as
well as high-quality custom datasets created ad-
hoc for individual evaluations (see Tables 4 to 6
in the Appendix). To name a few, almost the en-
tire test sets from Semeval2016 Task 6 (Moham-
mad et al., 2016), SAMSum (Gliwa et al., 2019),
and MultiwOZ 2.4 (Ye et al., 2022) are leaked.
The custom datasets were frequently phrased as an
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Figure 3: Evaluation reproducibility. Through the above Sankey diagram, we report facilitators and barriers to
reproducing the carried-out experiments. This includes providing the used prompts, a repository with usable code

and the use of sampling.

exam in a field different from NLP, e.g., medicine,
physics, psychology, or law. Other custom datasets
explored, for example, the LLMs’ sense of humour,
philosophical and political leaning, or bias. We
note that not all the leaked custom datasets have
been publicly released. This makes the leak even
more severe, as it potentially makes OpenAl the
only organisation (besides the authors) with access
to such data.

5.2 Reproducibility

We assess the evaluations’ reproducibility by check-
ing whether the prompts used to query ChatGPT
were provided, whether a repository containing
data or code was available, and whether the datasets
used were custom-made. Finally, we also check for
sampling of the original data or other practices that
make it impossible to exactly reconstruct the data
used.

From our results (Figure 3), 192 (~ 91%) works
report the prompts used to convert data into a query
and possibly to instruct the model on how to per-
form a given task. The number of works providing
a code repository is significantly smaller, at 113
(~ 53%). This figure excludes papers that provided
a link to a non-existent or empty repository. Over-
all, 72 (~ 51%) of the pre-prints and 34 (~ 48%)
peer-reviewed papers provided both prompts and a
repository. We report further details on this data in
Appendix B.

Another barrier to reproducibility is that most
closed-source LLLMs are being regularly updated.
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Figure 4: Evaluation fairness. Through the above
Sankey diagram, we report whether the proprietary
LLMs were compared against other models, and if the
comparison was equal. In this context, "Unfair" compar-
ison refers to evaluating different models on different
amounts of data.

Therefore, it is crucial to report the used model ver-
sion, as different versions may lead to significantly
different outputs (Chen et al., 2023b). In the sur-
veyed works, this was generally done by reporting
the running period of the experiments when using
the web interface, or by reporting which version of
the model has been accessed via the API. Unfor-
tunately, as regular model updates are a relatively
new concept, this practice is not yet common. Only
29 (40%) of the peer-reviewed papers and 33 (23%)
of the pre-prints provide this information.

5.3 Evaluation fairness

We find the evaluation of ChatGPT’s performance
to be often unfair. First, comparison to any open-



source LLM or non-LLM-based method may be
missing. Our results (Figure 4) show that this is
similarly prevalent regardless of the publication sta-
tus, appearing in 71 (~ 50%) of pre-prints and 30
(~ 43%) of published papers. Second, when a com-
parison with open models and baselines is made, 54
pre-prints (~ 38%) and 34 peer-reviewed (~ 49%)
papers compare the results computed on different
samples. ChatGPT is typically evaluated on a ran-
dom sample of the benchmark while other models
are compared on its entirety. In many works, Chat-
GPT’s performance is measured on only a handful
(10-50) of examples, which substantially lowers
the expressive power of the comparison. For in-
stance, considering a simplistic case with binary
assessment of model output (correct/incorrect) on
10 examples, the difference should be more than
30% to be statistically significant,? which is rarely
seen. Statistical analysis of results is almost never
performed. We report further details on evaluation
fairness in Appendix B.

Another concerning practice is how the size of
the evaluation data is reported, especially when
sampling is used. We find that papers often show
the size of the whole evaluation dataset upfront
(e.g. in a table or in the dataset description section),
but they report the actual sample sizes used for
evaluation only later and in a less obvious way
(in footnotes, limitations sections, or appendices).
This practice makes the experimental results harder
to interpret.

6 Suggested Practices in Closed-source
LLM Evaluation

Our survey revealed both a significant amount of
data leakage in ChatGPT and many worrying trends
in its evaluation. In light of this, we list a series
of suggested practices that we believe could help
mitigate the issues. We believe that researchers
looking to objectively evaluate LLMs today should:

Access the model in a way that does not leak
data The first step when planning proprietary
LLMs evaluation should be reading their most up-
to-date data policies, and access models accord-
ingly (e.g. API instead of web interface for Ope-
nAI’s LLMs). We also acknowledge that in some
cases this might not be viable due to budget lim-
its, or an overly steep learning curve for the use of

2 Assuming Fisher’s exact test, typical o = 5% and moder-
ate model performance around p = 0.5
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APIs by researchers outside of computer science.”!
Interpret performance with caution The lack
of system specifications and training details can
make proprietary LLMs look like incredibly pow-
erful tools with impressive zero-shot performance.
This can often be explained by data contamina-
tion (Aiyappa et al., 2023). In our review, we doc-
umented that over 4 million samples across more
than 200 NLP datasets have been leaked to these
models. The performance of closed-source LLMs
should always be interpreted while keeping these
results in mind.

When possible, avoid using closed-source mod-
els We strongly encourage using the available
open-source LLLMs. While there has been discus-
sion in the research community about proprietary
models being consistently better than open-source
ones, we note that (1) this is often driven by hype,
while there is evidence of the opposite (Kocon et al.,
2023), (2) research done solely on closed LLMs
limits scientific progress, bringing benefits mainly
to the LLM vendors and (3) LLM vendors can ar-
bitrarily make changes to the models, e.g., making
previous versions unavailable, changing their be-
haviour in a way that may not be visible to the
user (Chen et al., 2023b) or changing the data treat-
ment policy.

Adopt a fair and objective comparison Evaluat-
ing closed-source LLMs is tied to comparing them
with pre-existing approaches. Evaluating propri-
etary models on a limited number of samples while
evaluating open ones on dramatically larger sets
is scientifically dubious at best. When sampling
is required (for example because of budgetary re-
strictions), it should be applied to all the considered
approaches. We also discourage taking state-of-the-
art values directly from previous work and suggest
to re-run all approaches on the considered data
only.

Make the evaluation reproducible In light of
the known NLP evaluation reproducibility cri-
sis (Belz et al., 2023; Thomson et al., 2024) we
strongly encourage researchers to report as many
details about their setup. Besides all the relevant
details about the setup for reproducibility, such as
random seeds, open model parameters, etc., we

2n such case, as of January 2024, OpenAl allows users to
opt out of providing data for model improvement through the
OpenAl Privacy Request Portal.


https://privacy.openai.com/policies

note that when the evaluation involves closed mod-
els, additional details should be disclosed. Prompts,
as well as the process leading to them, should be de-
tailed since LLMs are very sensitive to even minor
changes in prompts (Lu et al., 2022). The model
version and experiment running period should be
mentioned as well so that further researchers can
use the same model checkpoint if possible. Data,
especially if sampled, should be released (ideally
in a repository) to avoid potential differences in
sampling.

Report indirect data leaking Indirect data leak-
ing is a serious issue, and when it happens it should
be reported. Clear information on which bench-
marks have been leaked benefits research, helps
other researchers orient their experiments, and ul-
timately leads to a more objective evaluation of
proprietary LL.Ms. We invite all researchers to
contribute to our collaborative project at https:
/Neak-1lm.github.io/.

7 Conclusion and Future Work

In this work, we present our findings based on the
analysis of 255 papers evaluating the performance
of GPT-3.5 and GPT-4. We investigate the problem
of indirect data contamination and report that 4.7M
samples coming from 263 distinct datasets have
been exposed to the models in such a way that this
data could be used for training by OpenAl. We also
report concerning research practices with respect to
reproducibility and fairness. Finally, informed by
our analysis, we detailed some suggested practices
for the evaluation of closed-source LLMs.

Future Work In our future work, we aim to run
experiments via the OpenAl API to see the impact
of leaked test data on the performance of GPT-3.5
and GPT-4 on the leaked datasets and the tasks in
general.

Furthermore, we consider investigating indirect
data leakage in other closed-source models, namely
from Anthropic or Cohere, which appeared in a
small number of papers reviewed in this work.

Limitations

We are aware the list of contaminated datasets we
compiled in our work is not fully conclusive for
one of several reasons:

(1) We review the information that has been pub-
licly revealed via articles. We postulate more
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experiments could have revealed test set data
to closed-source models but were never pub-
lished.

(2) In this paper, we focus on the works that use
ChatGPT or GPT-4. However, prior to March
1st, 2023, OpenAl’s policy stated that they
may also use data from the API to improve
their models. This would imply that data sent
to GPT-3 via the API could have been used

for training.

(3) The number of papers investigating the per-
formance of ChatGPT is vast, and despite
our best efforts, we could have missed some
works.

Information on whether individual works are
pre-prints or published is given at the time of
writing (early October 2023). This is subject
to change, especially given the freshness of
many of the works reviewed.

4

(5) Many datasets released prior to 2021 could
have been fully leaked by being a part of the

models’ pre-training data.

As mentioned in Section 4, in some cases the
papers were not clear about some aspects of the ex-
periments. We contacted the authors of such papers
for clarification, however, two of them did not re-
spond. Therefore, our best-judgment assumptions
may be wrong for these papers.
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B Detail on evaluation malpractices

As the Sankey diagrams showed in Section 5.2 and
Section 5.3 offer limited insights on our findings re-
garding evaluation reproducibility and fairness, we
do provide additional details in this section. We pro-
vide concrete numbers for our assessment of repro-
ducibility (Sec. 5.2) and evaluation (mal)practices
(Sec. 5.3) in Tables 2 and 3, respectively.

C Detailed List of ChatGPT Data Leak

‘We show which datasets have been leaked to Chat-
GPT in Tables 4 and 5.
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Prompts Repo Sampl. Custom n. (%)

32.11%) Prompts Repo Sampl. Custom n. (%)
v 1 (0.70%) 1(1.43%)
4 8 (5.63%) v Vo 1(1.43%)
v 3 (2.11%) v v 1 (1.43%)
v v 2 (1.41%) 4 14 (20.00%)
4 20 (14.08%) v v 7(10.00%)
v v 3(2.11%) v v 9 (12.86%)
v v 27 (19.01%) v v v 3 (4.29%)
v v v 32.11%) v v 8 (11.43%)
4 v 37 (26.06%) v v Vo 4(GT71%)
v v v 4(2.82%) v v v 16 (22.86%)
v v v 27 (19.01%) v v v Vo 6(6.57%)
v v v v 4 (2.82%)
(a) Pre-prints (b) Peer-reviewed works

Table 2: Statistics related to the reproducibility of the work reviewed: the availability of used prompts (Prompts)
and code/data repository (Repo), the usage of custom datasets (Custom), the application of random sampling or any
other practice that does not allow the exact reconstruction of the data used (Sampl.).

Comp. Scale n. (%)
30 (42.86%)

Comp. Scale n. (%)
71 (50.00%)

v 54 (38.03%)
v vV o 17(11.97%)

v 34 (48.57%)

v v 6 (8.57%)

(a) Pre-prints (b) Peer-reviewed works

Table 3: Fairness statistics for reviewed work. Statistics related to the practices of performance comparisons between
ChatGPT/GPT-4 and other open models: whether such comparisons are performed at all (Comp.) and whether they
are of the same scale (Scale).
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