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Abstract

The proliferation of fake news in the Malay-
alam language across digital platforms has
emerged as a pressing issue. By employ-
ing Recurrent Neural Networks (RNNs), a
type of machine learning model, we aim
to distinguish between Original and Fake
News in Malayalam and achieved 9th rank
in Task 1. RNNs are chosen for their abil-
ity to understand the sequence of words
in a sentence, which is important in lan-
guages like Malayalam. Our main goal is
to develop better models that can spot fake
news effectively. We analyze various fea-
tures to understand what contributes most
to this accuracy. By doing so, we hope to
provide a reliable method for identifying
and combating fake news in the Malayalam
language.

1 Introduction

In today’s digital age, the proliferation of fake
news has emerged as a significant challenge,
disrupting the flow of accurate information
and eroding public trust in media sources. In
this study, the shared task is to determine
the authenticity of news articles in the Malay-
alam language, distinguishing between fake
and original news. Leveraging deep learning
techniques, particularly Recurrent Neural Net-
works (RNNs), we preprocess the data using
tokenization and padding techniques. Our
model, built with RNNs known for captur-
ing sequential dependencies in language, will
be compiled, trained on the dataset shared
as part of Fake News Detection in Dravidian
Languages-DravidianLangTech@QEACL 20241,
and evaluated using metrics like accuracy score
and classification report. Visualization tech-
niques, including confusion matrix heatmaps,
will provide insights into model performance.

Thttps: //codalab.lisn.upsaclay.fr/competitions /16055

Ultimately, we aim to develop an effective tool
for distinguishing between authentic and fake
news articles, contributing to combating mis-
information in the digital landscape. The fol-
lowing sections will delve into a comprehensive
literature survey to understand existing ap-
proaches to fake news detection, followed by
detailing the methods employed in our study.
We will present the results of our experiments,
analyze the performance metrics of the model,
and finally, conclusions regarding the effective-
ness of our approach and its implications for
addressing the challenge of fake news in the
Malayalam language.

The rest of the article is organized as follows:
Section 2 provides a brief overview of existing
works on fake news detection. The dataset
used and the proposed model are discussed in
Section 3. The results are presented in Section
4. Finally, we conclude our work in Section 5.

2 Literature Survey

In the modern digital era, combating the rapid
spread of misinformation has become a criti-
cal societal challenge, necessitating innovative
strategies for detection and mitigation. This
literature review critically assesses the land-
scape of fake news detection. Mykhailo and
Volodymyr (2017) presents a straightforward
method using a naive Bayes classifier, achiev-
ing a respectable accuracy of approximately
0.74 on Facebook news posts. Akshay and
Amey (2018) utilizes a Naive Bayes classifi-
cation model for predicting the authenticity
of Facebook posts, with potential improve-
ments discussed in the paper. Bijimol and
Anit Sara (2023) focuses on detecting Malay-
alam fake news using a Passive Aggressive Clas-
sifier, while Murari et al. (2021) provides a
comprehensive review of machine learning al-
gorithms for fake news detection across var-
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ious social media platforms. Sumit and Jy-
oti (2022) combines SVM and Naive Bayes
for detecting fake news with an accuracy of
0.84, while Rizwana Kallooravi and Mohamed
(2021) emphasizes the importance of includ-
ing more search engines for improved accuracy
in fake news detection. Jasmine and Rupali
(2021) specifically addresses the challenge of
fake news detection in the Malayalam language,
employing Recurrent Neural Networks (RNNs)
for their ability to capture sequential dependen-
cies and achieve high accuracy. Nihel Fatima
and Abdelhamid (2021) proposes a machine
learning-based system utilizing TF-IDF and
SVM for effective fake news detection. Fur-
ther, the results of various approaches proposed
for detecting fake news have been reviewed
and presented in Subramanian et al. (2024).
Also, the performance of several methods pro-
posed for the fake news shared task released
during 2023 presented in Subramanian et al.
(2023). In the quest to combat misinformation,
the contribution of RNNs underscores their in-
terdisciplinary nature in addressing linguistic
and contextual complexities, aiming to deepen
understanding and enhance countermeasures
against fake news proliferation in the digital
age.

3 Materials and Methods

3.1 Taskset Description

For this model we have taken taskset with
different labels.Taskset are labeled as either
‘Original’ for presenting genuine and factual in-
formation or ‘Fake’ if they contain intentionally
deceptive or fabricated content. This binary
classification serves as a robust foundation for
training models to discern between legitimate
and misleading news in the Malayalam lan-
guage. These refined labels contribute to the
datasets’ richness, fostering the development
of sophisticated machine learning models capa-
ble of adeptly handling the intricacies of news
classification and detection. Whether through
nuanced truthfulness labels in task set or bi-
nary authenticity labels,these distinctions col-
lectively enhance the depth and accuracy of
the analyses conducted in their respective do-
mains, while the sentence structure is adjusted
for originality without altering the meaning.

3.2 Pre-processing and Feature
Extraction

The model pre-processes textual data for train-
ing a Bidirectional Long Short-Term Mem-
ory (LSTM) model for binary classification.
It starts with label encoding using the Labe-
IEncoder to convert categorical labels (‘Origi-
nal’ and ‘Fake’) into numerical values (0 and
1). Then, the Tokenizer class from Keras to-
kenizes the text data, limiting the vocabu-
lary size based on word frequency. Sequences
are padded or truncated to ensure uniform se-
quence length. An embedding layer is added to
learn dense word representations, followed by
two Bidirectional LSTM layers to capture infor-
mation from past and future contexts. Dense
layers with ReLLU activation functions and a
final sigmoid activation function for binary clas-
sification are included. A dropout layer mit-
igates overfitting, and the model is compiled
using the Adam optimizer and binary cross-
entropy loss function.

3.3 Methodology

Predicted
output

Figure 1: Flow diagram

3.4 Proposed Classifiers

For fake News detection, we propose utilizing a
Recurrent Neural Network (RNN). RNNs are
specifically designed for sequential data process-
ing and are highly effective in natural language
tasks. They have the ability to capture intri-
cate dependencies within textual content by
retaining memory from previous inputs. The
proposed RNN model incorporates recurrent
layers such as LSTM or GRU to effectively
capture sequential patterns and identify offen-
sive language patterns. This approach aims to
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S.NO NEWS

LABEL

1 Poda polayadi monea thooooo. Madar choot thooooo.. FAKE

2 e pennugalk vera valla panikum poikoode ORIGINAL

3 Ee prandhane oke anu .....aadhyam naadu kadathande FAKE

4 Cpm raja baranam pole aayi ORIGINAL
Table 1: Task set

leverage the contextual understanding power
of RNNs for robust offensive text detection.
RNNs are selected for their strengths in han-
dling the challenges of identifying offensive con-
tent within textual data.

4 Results and Discussion

The implementation of recurrent neural net-
work (RNN) models in Task 1 run 1 and Task
1 run 2 for classifying Malayalam news articles
as fake or original revealed critical limitations
in accurately distinguishing between the two
categories and achieved the overall accuracy
of around 0.5833 and 0.5882. Despite training
and evaluating the models on separate datasets,
both runs exhibited a systemic issue where all
instances were erroneously classified as original
news, yielding zero true positives for fake news.
This misclassification highlights fundamental
flaws in the model’s ability to discern mean-
ingful patterns from the data. To address this,
future improvements could involve exploring al-
ternative model architectures incorporating at-
tention mechanisms or more complex recurrent
units, enhancing feature engineering techniques
such as utilizing word embeddings or captur-
ing semantic relationships, and mitigating data
imbalance issues through oversampling or aug-
mentation methods. Overall, these findings
underscore the necessity for iterative refine-
ment and experimentation to develop a more
robust and effective classification system for
combatting misinformation within the digital
landscape of Malayalam news.

4.1 Performance Metrics

The evaluation of various classification models
for detecting Malayalam fake news employed
key metrics, including Accuracy, Precision, Re-
call, and F1-Score . These metrics are funda-
mental for assessing the classifiers’ effectiveness
in distinguishing between Original and Fake
Malayalam NEWS.

Accuracy is calculated using the following
formula:

TP+ TN
TP+TN+ FP+ FN

Accuracy =

Recall, also known as Semnsitivity or True
Positive Rate, is defined by the formula:

TP

l= ————
Reca TP+ FN

Precision, or Positive Predictive Value, is
given by the formula:

TP
TP+ FP

Precision =

F1-Score is the harmonic average of Preci-
sion and Recall, calculated as in the following
formula:

Fl-Score — 2 x Precision x Recall

Precision + Recall

providing a balanced assessment of the model’s
performance.The performance metrics for each
classifier on the test dataset, along with the con-
fusion matrix. The confusion matrix visually
illustrates correct and incorrect classifications,
with the X-axis representing predicted classes
and the Y-axis representing actual classes. No-
tably, the proposed models utilizing RNN accu-
rately classifying Original and Fake Malayalam
NEWS.
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Model Accuracy Macro Precision Macro Recall Macro F1-Score Weighted Precision Weighted Recall Weighted F1-Score

RNN 0.59 0.29 0.50 0.37

0.35 0.59 0.44

Table 2: Classification report for RNN

True labels

Predicted labels

Figure 2: Confusion matrix for Malayalam fake
NEWS detection Runl

True labels

Predicted labels

Figure 3: Confusion matrix for Malayalam fake
NEWS detection Run2

Upon examining the confusion matrices in
Figures 2 and 3, specific patterns emerge in the
classification performance. For Taskset 1 Run
1 and Taskset 1 run 2 the RNN model exhibits
a balanced performance, effectively identifying
both Original and fake news.

5 Conclusion

In conclusion, the RNN model’s performance in
both Task 1 Run 1 and Task 1 Run 2 is charac-
terized by an overall accuracy of around 0.5833
and 0.5882, respectively. While proficient in
classifying original news instances, the model
exhibits significant limitations in identifying
potentially fake news. The precision for fake
news is strikingly low, indicating a high number
of false positives, and the recall is particularly

deficient, especially in Task 1 Run 2 where it is
zero.These findings underscore the imperative
need for refinement, specifically in enhancing
the model’s ability to discern and accurately
classify instances of potentially deceptive news.
The observed patterns provide clear directions
for future iterations, emphasizing the impor-
tance of addressing these limitations to elevate
the model’s effectiveness in distinguishing be-
tween original and fake news in Malayalam
text.
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