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Abstract

Identifying fake news hidden as real news is
crucial to fight misinformation and ensure reli-
able information, especially in resource-scarce
languages like Malayalam. To recognize the
unique challenges of fake news in languages
like Malayalam, we present a dataset curated
specifically for classifying fake news in Malay-
alam. This fake news is categorized based on
the degree of misinformation, marking the first
of its kind in this language. Further, we propose
baseline models employing multilingual BERT
and diverse machine learning classifiers. Our
findings indicate that logistic regression trained
on LaBSE features demonstrates promising ini-
tial performance with an F1 score of 0.3393.
However, addressing the significant data imbal-
ance remains essential for further improvement
in model accuracy.

1 Introduction

Detecting fake news is critical to identifying false
or intentionally misleading information presented
as legitimate news. In today’s digital age, numer-
ous websites spread fake news, significantly influ-
encing society. The deceptive strategies employed
by fake news to appear true further complicate this
problem. Fake news has far-reaching consequences,
shaping public opinion, interfering with democratic
processes like elections, and even inciting violence.
Researchers from various disciplines recognize the
significance of studying and addressing this issue
(Jain et al., 2019; Baarir and Djeffal, 2021; Choud-
hary et al., 2021).

Although technology and social media positively
impact society, they are not without limitations or
defects. The spread of fake news and the threat of
inaccurate data have grown, potentially leading to
serious social problems. The effects of fake news
can be wide-ranging, from being merely annoying
to influencing and misleading entire communities
or even countries. Inaccurate information has a
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negative impact on society, according to related
research. There are many ways to identify false
news, including topic-agnostic, knowledge-based,
machine-learning-based, and hybrid techniques.

The importance of classifying fake news in
Malayalam and other low-resource languages lies
in reducing the spread of false information and pro-
moting informed decision-making in linguistically
diverse societies. This requires developing effec-
tive models for classifying fake news in various
languages, especially those with limited linguis-
tic resources, such as Malayalam. Fake news fre-
quently exploits linguistic and cultural particulars
in low-resource languages, requiring the develop-
ment of language-specific detection methods. Ef-
fective models for identifying false information in
languages with limited resources, as demonstrated
in (Raja et al., 2023b), (De et al., 2022), and (Nair
et al., 2022), can play a crucial role in nurturing
acceptance of diverse perspectives. Keeping fake
news detection in low-resource languages relevant
and effective in the digital age.

This paper makes a significant contribution to the
field by providing a dataset and baseline machine
learning models designed for classifying fake news
into different classes based on the degree of misin-
formation it contains. To the best of our knowledge,
this is the first dataset in this domain focusing on
combating the spread of fake news to protect soci-
ety from these inhumane acts of violence.

This paper delves into the strategies for detecting
fake news and the complexities of distinguishing
between the types of fake news. Deception, manip-
ulation, and polarization are among the negative
impacts that detection seeks to prevent by combat-
ing the spread of misleading information across
various platforms, including social media and mes-
saging apps. This pressing issue motivates us to
dedicate our efforts to this work.

The absence of relevant data made it difficult
to create a large corpus to identify and categorize
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false news in Malayalam. Creating a sufficiently
large and diverse dataset is more challenging for
Malayalam, which is the topic of extensive research
due to the absence of Malayalam-specific resources.
The lack of data makes developing and evaluating
reliable identification algorithms more challeng-
ing and highlights the urgent need for coordinated
efforts to offer datasets related to Malayalam.

In addition, we explore various machine learning
and deep learning algorithms to develop methods to
detect fake information effectively. The morpholog-
ical complexity and the complicated structures of
Malayalam words and sentences made the feature
extraction and classification model development a
challenging task, needing the use of advanced tech-
niques in order to capture the complex aspects of
the language effectively. The state-of-the-art mul-
tilingual BERT models were utilized to transform
the input sequence into embeddings, whereas Sup-
port Vector Machine (SVM), Random Forest (RF),
Logistic Regression (LR), Decision Tree (DT) and
K-Nearest Neighbour (KNN) classification algo-
rithms were employed for categorizing a fake con-
tent into different classes.

2 Literature review

(Raja et al., 2023b) employed two datasets for fine-
tuning their pre-trained model. The first dataset is
the English ISOT(Ahmed et al., 2018) dataset, con-
sisting of actual and factual news articles. The sec-
ond dataset is a new collection comprising regional
languages such as Telugu, Kannada, Tamil, and
Malayalam. For every news article represented by
(D ={(z1,11), (x2,92), ..., (Tn,yn)}), where x
represents the news and y its corresponding label,
the authors utilized a pre-trained mBERT or XLM-
R model trained on a large, resourceful language
dataset. This pre-trained model was fine-tuned for
the new dataset D using an adaptive fine-tuning
algorithm. The main approach involves transfer
learning, taking a pre-trained model from one do-
main and adapting it to the target domain. The
authors aimed to optimize the fine-tuning process
and develop a model that maximizes the accuracy
of detecting fake news in dataset D.

According to the study by (Raja et al., 2024),
the Dravidian Languages, including Tamil, Telugu,
Malayalam, and Kannada, have unique character-
istics. The words are formed by adding affixes to
the root word, making it challenging to find the
meaning of the words without knowing the con-
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text in which they are used. The paper leverages
the strengths of dilated temporal convolutional net-
works (DTCN) and integrates them with Bidirec-
tional LSTM (BiLSTM) and a contextualized atten-
tion mechanism (CAM). The DTCN is employed to
capture temporal dependencies, BILSTM to seize
long-range dependencies, and CAM to emphasize
important information from the news while neglect-
ing irrelevant content. The authors applied an adap-
tive cyclical learning rate with an early stopping
mechanism to improve the model’s convergence
rate and accuracy. The dataset consists of news ar-
ticles represented by (d1, y1), (d2,y2), s (dnyYn),
where d represents the article and y its correspond-
ing label. The researchers constructed a model to
predict the label for each news article.

A Bala and P Krishnamurthy employed the
MuRIL model in (Bala and Krishnamurthy, 2023)
to detect fake news. MuRIL was refined by super-
vised learning on a handpicked dataset of labelled
posts, comments, and keywords in Dravidian lan-
guages. The process of fine-tuning allowed the al-
gorithm to distinguish between true and fake news.
The MuRIL model examines textual information
in each news to anticipate the classification and
extracts semantic features. With the help of a siz-
able corpus of data from several Indian languages,
MuRIL is a transformer-based architecture that has
been pre-trained to capture linguistic subtleties and
semantic correlations unique to the languages in
the dataset.

(Balaji et al., 2023) proposed that data prepro-
cessing is important for fake news detection since
the appropriate form of data is required for training
ML models. First data cleaning is done to eliminate
punctuations, special characters and other HTML
elements that don’t add anything to the meaning
of the news. The text is then separated into dis-
tinct words to produce a structured representation.
Words are shortened to their base form using stem-
ming processes to maintain consistency. Finally the
text is vectorized before feeding it to the machine
learning model. Various models like the BERT,
ALBERT, XLNET, M-BERT are used in this paper
and M-BERT comes out on top with an accuracy
of 0.74. M-BERT is a version of BERT which sup-
ports multilingual text feasibly. It is trained on a
combination of monolingual and multilingual data
by which it gains the ability to produce language
representations of languages from different origins.
Fine-tuning the model on task-specific labelled data
across many languages is a necessary step.



(Coelho et al., 2023) deployed fake news de-
tection models for Malayalam. In this work, the
punctuations and special characters were removed
in data pre-processing and the text is converted into
its equivalent English form which is useful for clas-
sification. An ensemble machine learning classifier
was proposed in this paper to identify fake news.

(Raja et al., 2023a) developed a XLM-R model
for fake detection in Malayalam. The XILM-
RoBERTa model is also a multilingual variant of
the BERT based transformer model. It consist of
self-attention mechanisms which enables it to learn
contextualized word embeddings which helps in
capturing relationships between words in a sen-
tence, ultimately tuning the model to encode the
semantic information of the input text effectively.
The model is fine-tuned using an annotated Malay-
alam fake news dataset. It allows the model to
learn specific patterns and linguistic characteristics
of fake news in Malayalam. The news is labelled
genuine or fake by augmenting the model with a
classification layer on the top. The parameters of
the model are updated during the fine-tuning pro-
cess. Bayesian optimizer wass used to find the op-
timal hyperparameters for the deep learning based
model which maximizes the model’s performance.
The proposed XML-RoBERTa model achieved a
F1-Score of 87%.

According to (Oshikawa et al., 2020), the fake
news detection problem is often viewed as a classi-
fication problem rather than a regression problem
since regression gives us an output of a numeric
score of the integrity of the data. Pre-processing
steps followed in this work includes tokenization,
stemming and weighting of words. The input texts
were converted into features using TF-IDF. Though
various Machine Learning models were used for
fake news detection, the Neural Network based
model achieved the highest accuracy in detection.
Attention mechanisms are incorporated into neural
networks to boost their performance and accuracy.

(Thota et al., 2018) implemented three different
variations of neural networks. The first model uti-
lizes TF-IDF with Dense Neural Networks. This
model takes the TF-IDF vector of the headline
pair’s cosine similarity, a standard practice to mea-
sure similarity between non-zero vectors, as input
and predicts the output. The vectors are passed to
the dense network layers, and the final dense layer
predicts the output label for the text news. The
second model employs a Bag of Words vector with
Deep Neural Networks (DNN). It uses a simplified
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vector space embeddings to represent text. The
third model incorporated a pre-trained word em-
bedding model trained using neural networks. For
this neural network architecture, Word2Vec was
employed to represent words in a 300-dimensional
vector space, and these embeddings are fed into
the classification model. Among these, the TF-
IDF-based model was the best-performing model.
To address the potential overfitting of the neural
network model, various regularization techniques
such as L2 and early stopping, are deployed to im-
prove generalization. This model has demonstrated
superior performance compared to existing model
architectures, achieving an accuracy of 94% on the
test data.

3 Fake news dataset in Malayalam

Even though there are datasets available for check-
ing whether news is fake, there are no datasets avail-
able in Malayalam to check how much misinforma-
tion a news carries, which motivated our research.
Therefore, we refer to various fact-checking web-
sites to prepare an authentic dataset to measure dif-
ferent levels of misinformation in the news. This
process posed different challenges.

* The selection of the fact-checking websites:
We addressed this issue by selecting the fact-
checking pages of the mainstream media in
Malayalam. The list of websites from where
the data was collected are listed below

— Newsmeter !
— India Today Malayalam 2

- Malayalam Factcrescendo >
4

— Asianet News

* Annotation: Instead of manually annotating
each piece of news, we select the labels pro-
vided by the fact-checking websites. This
work aims to classify the different classes of
fake news. Instead of labelling news as either
true or fake, we decided to collect the news,
which is categorized into different degrees of
falseness. The labels we used to classify are
False, Partly False, Mostly False, and Half
True. We labelled the news as False when
the entire news is untrue, Partly False when

"https://newsmeter.in/fact-check-malayalam
Zhttps://malayalam.indiatoday.in/fact-check/
3https://www.malayalam.factcrescendo.com/
“https://www.asianetnews.com/fact-check



Classes Train set Test set
Half True 145 24
False 1,251 149
Partly False 44 14
Mostly False 242 63
Total 1,682 250

Table 1: Class-wise distribution of the dataset

the news contains a mixture of accurate and
inaccurate information with a small portion
being false, Mostly False when the news is
false but contains some true information, and
Half True when the news has equal true and
untrue information.

The authenticity of the annotation: To en-
sure that the labels are not biased, we cross-
checked the fake category of each piece of
news with different fact-checking websites.

Identification of the fake news: Instead of
going through every fact-checking website,
we searched specific keywords and collected
the fact-checking results.

Redundancy in data: Data was repeated as
the news was collected from various sources.
The sources were limited; some were labelled
as misleading rather than clearly true, partially
true, or false.

Morphological complexity of Malayalam
words: The morphological richness and com-
plexity of the Malayalam language made it
challenging to identify keywords for news re-
trieval. We had to search for different word
forms to collect different news sets about one
particular keyword.

The collected dataset was divided into train data
and test data. The class-wise statistics of the train
and test datasets are given in Table 1.

4 Methodology

The Block diagram of the proposed model is shown
in Figure 1 and the steps involved in the proposed
methodology are described below.

The classification of fake news into distinct sub-
categories was modelled as a text classification
problem in which a sequence of tokens served as
the input, and a class label representing a fake news
category was considered the output. We employed
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BERT-based multilingual models to generate em-
beddings for the input token sequence. Besides,
machine learning classifiers were utilised to deter-
mine the function that converts the embedding into
the appropriate labels.

The collected data was divided into training and
test sets. Both training and test datasets were con-
verted into vector representation using BERT-based
models. We used multilingual sentence transform-
ers for transforming input text sequences into em-
beddings. The resultant features and their labels
were used for building the classifier. Since the num-
ber of data points is less in the training data, we
decided to implement a cross-validation-based grid
search approach to fix the optimal hyperparameters
of each classification model. The best estimators
were used to train the model using the training data.

S Experiments

This section provides an overview of the five ex-
periments conducted. We considered four multi-
lingual BERT models and one Malayalam-specific
BERT model for generating the embeddings. The
input sequences were fed into the sentence trans-
former designed using the abovementioned BERT
models to generate the feature vector. The multi-
lingual BERT models considered for this work are
- BERT multilingual-cased, MuRIL, LaBSE, and
indicBERT. The classification of news into differ-
ent categories was modelled using five different
classification algorithms - Support Vector Machine
(SVM), Random Forest (RF), Decision Tree (DT),
Logistic Regression (LR) and K-Nearest Neigh-
bor (KNN) (Premjith et al., 2019). The following
subsections explain the performance of different
classifiers with each embedding model.

The first experiment uses the Malayalam BERT
model (Joshi, 2022). This model is trained on pub-
licly available Malayalam monolingual datasets.
The performance of each classifier with the embed-
dings generated using the Malayalam BERT model
is given in Table 2.

The training dataset is highly imbalanced, and
most of the data belong to the FALSE category.
This imbalance may force the model to be biased
towards the majority class. Therefore, accuracy
cannot be trusted as the best metric to evaluate
the performance of a classification model. Conse-
quently, we considered the macro F1 score as the
metric to assess the prediction capabilities of each
classifier. Table 2 shows that RF exhibited the high-
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Figure 1: Flow diagram for the proposed fake news classification methodology

Classifier Accuracy Precision Recall F1 score
SVM 63.69 0.4154  0.3253  0.3392
RF 74.40 0.4358  0.2551 0.2231
LR 66.39 0.3046  0.3070  0.3052
DT 64.88 0.3235  0.3018  0.3094
KNN 72.32 0.3117  0.2638  0.2497

Table 2: Performance of the malayalam-bert model

Classifier Accuracy Precision Recall F1 score
SVM 74.10 0.1852  0.2500 0.2128
RF 74.10 0.1852  0.2500 0.2128
LR 65.17 0.3374  0.3346  0.3353
DT 63.69 0.2653  0.2675 0.2658
KNN 72.61 0.2615 0.2572  0.2360

Table 3: Performance of the multilingual-cased model

Classifier Accuracy Precision Recall F1 score
SVM 63.98 0.2775  0.2843  0.2799
RF 74.40 0.4358  0.2551  0.2231
LR 68.75 0.3310  0.3162  0.3156
DT 66.66 0.2875  0.2869  0.2846
KNN 73.51 02712  0.2561  0.2312

Table 4: Performance of the MuRIL model
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Classifier Accuracy Precision Recall F1 score
SVM 74.10 0.1852  0.2500 0.2128
RF 74.40 0.4358 0.2586  0.2298
LR 67.55 0.3542  0.3308  0.3393
DT 62.79 0.2910  0.2909  0.2907
KNN 72.61 0.2784  0.2613  0.2442
Table 5: Performance of the LaBSE model
Classifier Accuracy Precision Recall F1 score
SVM 63.98 0.2789  0.2796  0.2786
RF 74.40 0.4358  0.2551  0.2231
LR 66.36 0.2850  0.2795  0.2786
DT 64.88 0.2644  0.2627  0.2600
KNN 71.72 0.2321  0.2501  0.2266

Table 6: Performance of the IndicBERT model

est accuracy of 74.40%, followed by KNN with
an accuracy of 72.32%. However, SVM achieved
the maximum F1 score of 0.3392. In the case of
RF and KNN, the precision was higher than re-
call, which means that the model was more ac-
curate in predicting the positive class but failed
to capture all other relevant results. The optimal
hyperparameters for building the SVM model are
C = 0.1, gamma = 1, kernel = linear. The RF
classifier was built using 200 estimators.

In the second experiment, we used the multilin-
gual BERT base-cased model (Devlin et al., 2018)
to compute the vector representation for the input
data. This model is pre-trained on a large corpus of
multilingual data in a self-supervised fashion. It is
pre-trained with data collected from 104 languages.
The performance of each classifier is shown in Ta-
ble 3.

The best-performing classifiers in terms of ac-
curacy are SVM and RE. Both models achieved
an accuracy of 74.10%. Nevertheless, LR demon-
strated the best performance with multilingual
BERT-based features regarding the F1 score with
an F1 score of 0.3353. The optimal hyperparam-
eters for developing the LR model were C' =
0.1, penalty = L2, whereas SVM and RF were
built using the parameters C' = 10, gamma
0.1, kernel = RBF and n.stimators = 50, re-
spectively.

The third experiment used the MuRIL (Khanuja
et al.,, 2021) model for generating the embed-
ding. This model is pre-trained using 17 In-
dian languages. This model is pre-trained on
translation and their transliterated counterparts.
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Table 4 describes the performance of different
classifiers in categorizing the news into differ-
ent classes with MuRIL embeddings. In this ex-
periment, RF attained the highest accuracy of
74.40%, and LR exhibited the best F1 score of
0.3156. The RF model was trained using 100
estimators, whereas we considered the hyperpa-
rameters C' = 0.1, penalty = L2 for training the
model.

In the fourth experiment, the LaBSE model was
used to transform the input text into embeddings.
This model is trained and optimized for bilingual
sentence pairs. The performance scores of differ-
ent classifiers used in this experiment are shown
in Table 5. Here, both SVM and RF showed the
best accuracy with a score of 74.10%, whereas LR
achieved the best F1 score of 0.3353. The SVM,
RF and LR were trained using the hyperparameters
C = 1,gamma = 1, kernel = RBF, 50 estima-
tors and C' = 0.1, penalty = L2, respectively.

In the fifth experiment, we utilized IndicBERT
(Kakwani et al., 2020), a multilingual model pre-
trained on 12 major Indian languages. The result of
this experiment is shown in Table 6. It is observed
that RF obtained an accuracy of 74.40%, and SVM
and LR scored the highest F1 score of 0.2786. RF
model consisted of 50 estimators, whereas SVM
and LR models were built using the hyperparam-
eters C = 0.1,gamma = 1, kernel = Linear
and C = 0.1, penalty = L2, respectively.

Among all the classifiers, LR achieved the high-
est F1 score with four feature embeddings, and
SVM demonstrated the best performance with
Malayalam BERT, with a score of 0.3392. The



best score attained by LR was 0.3393 LaBSE em-
beddings. LR exhibited comparable performance
with an F1 score of 0.3052 with Malayalam BERT
embeddings.

6 Conclusion

This paper proposes a new dataset to categorize
fake news in Malayalam into different fake cate-
gories based on the degree of falseness. To the best
of our knowledge, this is the first dataset curated
for fake news classification in Malayalam. In addi-
tion, we developed baseline models for identifying
the fake category of false news in this work using
various multilingual BERT models and machine
learning classifiers. Among all the models, the
logistic regression model trained over LaBSE fea-
tures was the best, with an F1 score of 0.3393. The
high imbalance in the training data significantly
affected the model’s performance.

The dataset exhibits a significant imbalance, po-
tentially resulting in model biases favouring the
majority class. Potential solutions to this problem
include implementing cost-sensitive learning and
oversampling techniques; these represent the future
trajectories of this research.
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