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Abstract

In this work, we explain our approach em-
ployed in the BabyLM Challenge, which uses
various methods of training language models
(LMs) with significantly less data compared
to traditional large language models (LLMs)
and are inspired by how human children learn.
While a human child is exposed to far less lin-
guistic input than an LLM, they still achieve
remarkable language understanding and gener-
ation abilities. To this end, we develop a model
trained on a curated dataset consisting of 10
million words, primarily sourced from child-
directed transcripts. The 2024 BabyLM Chal-
lenge initial dataset of 10M words is filtered to
8.5M. Next, it is supplemented with a randomly
selected subset of TVR dataset consisting of
1.5M words of television dialogues. The lat-
ter dataset ensures that similar to children, the
model is also exposed to language through me-
dia. Furthermore, we reduce the vocabulary
size to 32,000 tokens, aligning it with the lim-
ited vocabulary of children in the early stages of
language acquisition. We use curriculum learn-
ing and is able to match the baseline on certain
benchmarks while surpassing the baseline on
others. Additionally, incorporating common
LLM training datasets, such as MADLAD-400,
degrades performance. These findings under-
score the importance of dataset selection, vo-
cabulary scaling, and curriculum learning in
creating more data-efficient language models
that better mimic human learning processes.

1 Introduction

Language models (LMs) have revolutionized nat-
ural language processing, demonstrating remark-
able capabilities in understanding and generating
human-like text. However, the training of these
models typically requires vast amounts of data, of-
ten billions of words, which stands in stark con-
trast to how human children acquire language. The
BabyLM Challenge (Choshen et al., 2024) seeks to
bridge this gap by exploring methods to train LMs
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more efficiently, using significantly less data while
still achieving high performance.

Human children develop impressive language
skills despite being exposed to far less linguis-
tic input than traditional large language models
(LLMs). This observation raises intriguing ques-
tions about the efficiency of human language ac-
quisition and the potential for more data-efficient
machine-learning approaches. Our research ad-
dresses these questions by mimicking the human
language acquisition process.

In this work, we present our approach to the
BabyLM Challenge, focusing on developing a
model that can learn effectively from a dataset more
closely aligned with the linguistic experiences of
a young child. Our primary contributions are as
follows:

1. Dataset curation: We carefully curated a
dataset of 10 million words, primarily sourced
from child-directed transcripts. This dataset
was then refined to 8.5 million words and sup-
plemented with 1.5 million words of televi-
sion dialogue, acknowledging the role of me-
dia exposure in modern language acquisition.

Vocabulary scaling: To better mimic the
limited vocabulary of children in the early
stages of language acquisition, we reduced
the model’s vocabulary size to 32,000 tokens.
This constraint forces the model to learn more
efficient representations and generalization
strategies. Also, this vocab size is similar to
the tokenizer used in Llama models (Touvron
et al., 2023).

. Model architecture: We adopted the SmolLM
model (Allal et al., 2024) which uses a
decoder-only Transformer (Brown, 2020)
model with 125 million parameters, trained
for 5 epochs. This relatively compact model
size allows us to explore the limits of what
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can be achieved with limited data and compu-
tational resources.

4. Experimental variations: We conducted sev-
eral experiments to evaluate the impact of dif-
ferent training strategies: a) We compared
model performance with and without the in-
clusion of television dialogue data. b) We
explored the potential benefits of curricu-
lum learning (Bengio et al., 2009), develop-
ing a method for scoring and sorting data
points based on complexity. c¢) We investi-
gated the impact of incorporating high-quality
monolingual datasets, such as MADLAD-
400 (Kudugunta et al., 2024), on model per-
formance.

The curriculum learning implementation in-
volved developing custom scoring functions to
assess sentence complexity based on factors like
word count, average word length, unique word ra-
tio, and punctuation usage, similar to (Nagatsuka
et al., 2023). These scores were then used to sort
the dataset, allowing for a structured learning pro-
gression.

By focusing on dataset selection, vocabulary
scaling, and curriculum learning, we present a
framework for developing more efficient language
models that could have significant implications for
both cognitive science and practical NLP applica-
tions.

The rest of this paper is as follows. Section 2 de-
tails our methodology. Next, Section 3 presents our
experimental results. After that, Section 4 discuss
the implications of our findings for future research
in data-efficient language model training, and Sec-
tion 6 concludes the paper.

2 Methodology

Our approach to the BabyLM Challenge involves
careful data preparation followed by the implemen-
tation of a curriculum learning strategy. This sec-
tion details our methods for dataset curation and
the subsequent application of curriculum learning.

We started with an initial dataset of approxi-
mately 10 million words, primarily sourced from
child-directed transcripts. This dataset was chosen
to closely mimic the linguistic input that young
children typically receive during their language ac-
quisition process.

To enhance the quality and relevance of our train-
ing data, we implemented a rigorous filtering pro-

cess as explained next:

Duplicate removal: Similar to (Rae et al., 2021),
we identified and removed exact duplicate sen-
tences from the dataset. This step helps to prevent
overfitting to specific phrases and ensures a more
diverse linguistic input.

Content refinement: After duplicate removal,
we further refined the dataset based on relevance
and quality criteria. For instance, we excluded
data points where the ratio of punctuation marks
to total words exceeded 0.33 and removed samples
with less than 10 characters, resulting in a reduced
dataset of approximately 8.5 million words.

Recognizing that modern-age children often ac-
quire language partially through media exposure,
we supplemented our refined dataset with televi-
sion dialogue. We carefully selected approximately
1.5 million words of television dialogue, focusing
on content appropriate for and often consumed by
young children.

The TV data from the TVR dataset (Lei et al.,
2020) was added to our refined 8.5 million word
dataset, resulting in a final training corpus of about
10 million words. The inclusion of TV dialogue
adds diversity to our dataset and better reflects the
varied sources of language input in a child’s envi-
ronment.

Following the data preparation phase, we imple-
mented a curriculum learning approach to optimize
the training process. This method is designed to
present the model with progressively more complex
linguistic inputs, mimicking the natural progres-
sion of language acquisition observed in human
learners.

We developed a set of scoring functions to assess
the complexity of each data point in our dataset.
These functions evaluate various linguistic features
as briefed next.

* Word count: A basic measure of sentence
length.

* Average word length: An indicator of vocab-
ulary complexity.

* Unique word ratio: A measure of lexical
diversity within a sentence.

¢ Punctuation count: An indirect measure of
syntactic complexity.

Each data point is passed through these scoring
functions, generating a set of individual scores that
capture different aspects of linguistic complexity.



score(d) = Z wy f(d),

fer

(D

where d is a data point which the score is computed
for, F' is the set of functions used for scoring, and
wy is the weight of each scoring function, which
ranges between 0 and 1. The sum of all weights
should be equal to 1. We conducted experiments
with various weight configurations for each func-
tion and found that the unique word count function
had a greater influence on the final outcome. As
a result, we assigned it a weight of 0.4, while all
other functions were assigned a weight of 0.2.

Once the complexity score is calculated for each
data point, we sort the entire dataset in ascending
order of these scores. The sorted dataset forms the
basis of our curriculum learning approach.

Training begins with the least complex data
points (lowest scores). As training progresses,
more complex data points are introduced. By the
end of training, the model has been exposed to
the full range of linguistic complexity present in
the dataset. Throughout the training process, the
model’s learning rate decreases. Revisiting sim-
pler examples in later epochs with a lower learning
rate helps fine-tune the model’s understanding of
fundamental concepts while reducing the risk of
overfitting.

This gradual exposure to complexity allows the
model to build a foundational understanding of
simpler linguistic structures before tackling more
complex ones, potentially leading to more robust
and efficient learning.

3 Experiments

3.1 Experiments’ Setup

To evaluate the effectiveness of our approach in
the BabyLLM Challenge, we conducted a series of
experiments designed to test various aspects of our
model' and training methodology. Our experimen-
tal setup was guided by the goal of creating a data-
efficient language model that could perform well
on benchmark tasks while using significantly less
training data than traditional large language mod-
els.

We trained a decoder-only transformer model
with 125 million parameters. The model was
trained for 5 epochs, with the best-performing

1https://huggingface.co/universitytehran/
SmolLM-135M-10M-word
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Hyperparameter Value
Architecture SmolLM
Model size 125M
Tokenizer vocab size 32,000
Batch size 32
Learning rate 5e-5
Weight decay 0.015
Learning rate scheduler Linear
Number of decoder layers 30
Number of attention heads 9

Table 1: Model and training parameters.

BLIMP BLIMP supplement

Without TV data 69.8 57.9
With TV data 72.2 59.1
MADLAD data 68.2 55.0

Table 2: The impact of adding 1.5M words of training
data from TVR and MADLAD datasets on the perfor-
mance of the model.

checkpoint selected based on the model’s perfor-
mance on the validation dataset. Our vocabulary
size was set to 32,000 tokens, aligning with our
strategy of mimicking the limited vocabulary of
children in the early stages of language acquisition.
The employed hyperparameters are summarized
in Table 1.

In the rest of this section, we present the re-
sults of these experiments, providing a detailed
analysis of our findings and their implications for
data-efficient language model training.

3.2 Results

In our initial investigation, we explored the impact
of utilizing television data as a rich linguistic re-
source within a constrained data environment. As
shown in Table 2, incorporating transcribed text
from television shows significantly enhances the
model’s performance on BLIMP and BLIMP Sup-
plement benchmarks. We selected 1.5M words
from the TVR and MADLAD datasets to replace
with those from the original dataset, while keeping
the overall dataset size unchanged. This observa-
tion suggests that the diverse language patterns,
dialogues, and narratives present in television con-
tent provide valuable linguistic information that
can be effectively leveraged to improve language
model capabilities.

As shown in Table 3, a key finding from our


https://huggingface.co/universitytehran/SmolLM-135M-10M-word
https://huggingface.co/universitytehran/SmolLM-135M-10M-word

Vocab size BLIMP BLIMP supplement
30,000 71.1 57.3
32,000 72.2 59.1
50,000 69.0 54.4

Table 3: The impact of tokenizer vocabulary size on the
performance of the model.

experiments pertains to the optimal vocabulary size
for language model training. We discovered that
a vocabulary size of approximately 32,000 tokens
yields the best-performing models. Interestingly,
both smaller and larger vocabulary sizes resulted in
diminished performance compared to this optimal
range. This finding highlights the importance of
carefully considering vocabulary size as a crucial
hyperparameter in language model development.

To further validate this observation, we trained
our own tokenizer on English language data, specif-
ically targeting a vocabulary size of 32,000 tokens.
This custom tokenizer allowed us to tailor the vo-
cabulary to our specific dataset while maintaining
the optimal size identified in our experiments. All
models trained with tokenizers of various sizes
were trained on the same dataset, consisting of
8.5 million samples along with an additional 1.5
million samples from TV data.

The third significant finding from our research
demonstrates the efficacy of curriculum learning in
boosting model performance. We implemented a
curriculum learning approach by assigning scores
to each data point in our dataset using the scoring
functions discussed earlier in our methodology. By
training the model on this scored data, we observed
a notable improvement in overall performance.

This curriculum learning strategy enables the
model to gradually learn from simpler to more com-
plex examples, potentially leading to more robust
and generalizable language understanding. Our re-
sults suggest that carefully designed learning curric-
ula can play a crucial role in optimizing the training
process and ultimately enhancing the capabilities
of language models.

In an effort to explore alternative data sources,
we conducted experiments using the MAD-
LAD (Kudugunta et al., 2024) dataset as a sub-
stitute for our initially provided dataset. For the
selection of MADLAD data, we applied the same
set of filters used to curate the 8.5 million word
dataset. After filtering, we sampled a total of 10
million words from the MADLAD dataset. Con-
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trary to our expectations, we observed a decrease
in performance across both the BLiMP and BLiMP
supplement benchmarks. Specifically, the model
trained on MADLAD (Kudugunta et al., 2024) data
achieved scores of 68.2 and 55.0 on these bench-
marks, respectively, which were lower than the
scores obtained using our original dataset.

This unexpected outcome led us to a crucial in-
sight regarding the nature of high-quality data in
language modeling. We posit that the definition of
high-quality data may vary significantly between
low-resource and rich-resource language modeling
scenarios. In low-resource environments, where
data scarcity is a primary constraint, the emphasis
may need to be placed on data that is particularly
rich in linguistic structures and diverse in its rep-
resentation of the target language. Conversely, in
rich-resource scenarios, the sheer volume of data
might compensate for potential variations in qual-
ity.

Table 4 compares our model against the base-
lines. Our model outperforms or matches the base-
lines across all benchmarks, except for the BLiMP
Supplement. Overall, our model’s performance
exceeds that of the best-scoring baseline.

4 Discussion

We hypothesize that data valuation and attribu-
tion methods could offer significant advantages
over current data selection techniques. While not
directly implemented in our study, methods such
as Influence functions (Koh and Liang, 2017) ,
Representer point (Yeh et al., 2018), and dynamic
approaches like TracIn (Pruthi et al., 2020) and
HyDRA (Chen et al., 2021), or RL-based meth-
ods for data valuation (Yoon et al., 2020), show
promise as potential tools for more effective data
curation. These techniques, originally designed to
quantify the impact of individual data points on
model performance, could potentially be adapted
to filter large datasets into smaller, higher-quality
subsets. Unlike traditional data selection meth-
ods such as number of characters (Raffel et al.,
2020), frequency (Laurencon et al., 2022), or using
a blocklist (Penedo et al., 2023) that may rely on
simplistic criteria, these advanced techniques could
provide a more nuanced understanding of data im-
portance. By identifying the most influential or
informative samples, they might enable researchers
to create more compact yet equally effective train-
ing sets. This approach could lead to reduced com-



BLiMP BLiMP Supplement

EWoK GLUE Macro Average

BabyLlama 69.8
LTG-BERT 60.6
Ours (w/o curriculum training) 71.5
Ours (w/ curriculum training) 72.2

59.5 50.7 63.3 60.8
60.8 48.9 60.3 57.7
58.6 50.4 62.8 60.8
59.1 50.7 63.9 61.5

Table 4: Comparison between our model and baselines on BLiMP (Warstadt et al., 2020), BLiMP supplement,
GLUE (Wang et al., 2018), and EWoK (Ivanova et al., 2024).

putational costs, faster training times, and poten-
tially more robust models. Furthermore, in fields
where data collection is resource-intensive, such
methods might guide more targeted and efficient
data gathering strategies. While further research
is needed to validate this hypothesis, exploring the
application of these methods in data curation could
open new avenues for improving the efficiency and
effectiveness of machine learning pipelines.

5 Limitations

Despite the promising results, this study has sev-
eral limitations. First, our approach relies on the
weights used for scoring data during curriculum
learning. With a different set of weights, perfor-
mance may even decline compared to not using
curriculum learning. Furthermore, these weights
may vary across different datasets, and finding their
near-optimal values could be computationally ex-
pensive. Second, the appropriate amount of TV
data was selected experimentally and may differ
for other datasets. Lastly, the effect of training
with this procedure on downstream tasks is unclear
and may negatively impact model performance in
those tasks. Future research should aim to address
these limitations by developing a reliable and ro-
bust method for determining score weights, select-
ing the appropriate portion of TV data, and assess-
ing the influence of this approach on downstream
task performance.

6 Conclusion

This study, conducted as part of the BabyLM
Challenge, has yielded several significant insights
into the development of data-efficient language
models that more closely mimic human language
acquisition. Our approach, focusing on careful
dataset curation, vocabulary scaling, and curricu-
lum learning, has demonstrated promising results
in training a language model with substantially less
data than traditional large language models.

These results have important implications for
both cognitive science and practical NLP applica-
tions. By demonstrating that effective language
models can be trained on significantly smaller
datasets, our work contributes to the ongoing dis-
cussion about data efficiency in Al and machine
learning. Furthermore, our findings suggest poten-
tial avenues for developing more cognitively plau-
sible models of language acquisition, which could
inform both Al research and our understanding of
human language learning.
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