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Abstract

This paper describes a linguistically-motivated
approach to the 2024 edition of the BabyLM
Challenge (Warstadt et al., 2023). Rather
than pursuing a first language learning (L1)
paradigm, we approach the challenge from
a second language (L2) learning perspective.
In L2 learning, there is a stronger focus on
learning explicit linguistic information, such as
grammatical notions, definitions of words or
different ways of expressing a meaning. This
makes L2 learning potentially more efficient
and concise. We approximate this using data
from Wiktionary, grammar examples either
generated by an LLM or sourced from grammar
books, and paraphrase data. We find that ex-
plicit information about word meaning (in our
case, Wiktionary) does not boost model perfor-
mance, while grammatical information can give
a small improvement. The most impactful data
ingredient is sentence paraphrases, with our
two best models being trained on 1) a mix of
paraphrase data and data from the BabyLM pre-
training dataset, and 2) exclusively paraphrase
data.

1 Introduction

Language models (LMs) need a lot of data in order
to learn to approximate human linguistic behaviour
(Warstadt and Bowman, 2022). The amounts of
linguistic data typically used for training recent
LMs is is significantly larger than what is available
for most of languages of the world, and also much
more than what children are typically exposed to
during their first language acquisition. A 13 year
old is typically exposed to less than 100 million
words of linguistic input, which is orders of magni-
tude less than the amount used in LM pretraining.
And still, LMs fail to be quite as good in language
as human learners. Can we teach our models to be
more data-efficient? If yes, how?

There are two potential strategies. One is to
study how children acquire language in a natural

setting, and use their acquisitional trajectories and
patterns as inspiration for LM training. This in-
tuition is one of the motivations for the BabyLM
Challenge (hence the name; other low-resource pre-
training contexts are, of course, also relevant): the
challenge encourages LM pretraining optimization
advancements inspired by human linguistic devel-
opment (Warstadt et al., 2023).

Another direction is to embrace the obvious dif-
ferences between LM pretraining and the ways hu-
man learners acquire their native language. The
architectures of current LMs are dramatically dif-
ferent from human brain anatomy, and training ob-
jectives and strategies have only limited psycholin-
guistic developmental parallels. Finally — and most
importantly for our contribution — input for first lan-
guage acquisition by human learners and for LM
pretraining is hardly comparable not only when it
comes to dataset size. While the amount of strictly
linguistic input that children get is small compared
to typical LM training data, children get this input
in communicative context that LMs lack at the pre-
training stage, and it is typically paired with cross-
modal data, which is not part of the strict-small
track we choose for the BabyLLM Challenge.

At a very high level, taking this second direction
means that we look beyond human linguistic and
cognitive development for optimization strategies —
or at least, we do not need to expect that those will
be the ones that necessarily work best.

We sharpen this point and contrast language
learning in an acquisitionally realistic setting (first-
language, or L1, acquisition) — and language learn-
ing in a more artificial setting — learning a sec-
ond language, L.2; a human activity that also leads
to (different levels of) linguistic proficiency but
contrasts dramatically with L1 acquisition by chil-
dren. Almost everything is different: the set-up,
the data, typical tasks the learner faces, and very
often modality and their combinations.

We choose this particular direction mainly be-
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cause in the current, second, edition, of the
BabyLM Challenge participants are allowed to con-
struct their own datasets within the track word bud-
get. A lot of submissions last year, including ours,
experimented with curriculum learning — different
ways to order the same data (see our submission
Edman and Bylinina (2023) as well as the BabyLM
2023 findings (Warstadt et al., 2023)). These at-
tempts gave only limited results.

This year we instead focus on the effect of choos-
ing different data on LM pretraining. In partic-
ular, roughly in line with how people learn for-
eign languages through explicit linguistic instruc-
tion, we divide training data into blocks roughly
corresponding to types of linguistic information
commonly found in English-as-a-foreign-language
courses. We participate in the strict-small track
allowing for only 10M words and experiment with
four different types of linguistic information:

¢ Lexical information (information about word
meaning and use), parallel to word learning in
L2 acquisition. We use Wiktionary data as a
source of this knowledge.

* Grammatical information, parallel to gram-
mar learning for L2. We try two ways of con-
structing grammar data: a set of sentences
marked with grammar phenomena, and texts
of grammar books for L2 English learners.

» Paraphrasing has perhaps fewer obvious par-
allels in L2 learning practice, but is related
to the explicit focus on sentential semantics
(‘different ways to say the same thing’) and
how different modifications in syntax and vo-
cabulary can preserve and alter the meaning
of a sentence, which is a common focus in L2
class discussions and exercises. For this data,
we use one of the two SynSCE corpora from
Zhang et al. (2021).

* A mix of unconstrained textual data that
corresponds to various input during language
acquisition of any kind, be it L1 or L2 acquisi-
tion. For this, we use portions of the BabyLM
data provided by the challenge organizers.

We find that data on paraphrasing brings in the
most significant improvements. Grammatical in-
formation is only marginally useful, even though
it does come with some improvement, depending
on the training set-up. Finally, lexical informa-
tion does not seem useful for LM pretraining. One

cannot be sure what to attribute these results to:
the usefulness or lack thereof of particular types
of data; the quality of the actual various datasets
that we use; or the properties of evaluation used
to judge whether a particular type of data is useful.
One way or another, our answer to the question of
whether BabyL.Ms are L2 learners is ‘only when it
comes to certain types of data’.

2 Data

2.1 BabyLM data

We make use of data provided by BabyLM organiz-
ers for our experiments. One of our two submitted
models (Contr.) doesn’t use BabyLLM data at all,
while the other one (Half/Half) uses a subset of
BabyLM data. In the Half/Half model, we use the
following parts of the BabyLM dataset:

Dataset Words
Simple Wikipedia 145K
Gutenberg 254K
Switchboard 147K

Table 1: BabyLM data used for the Half/Half model.

We think BabyLLM data roughly corresponds
to unconstrained linguistic input in a language
learner’s experience (reading materials and practice
conversations with language teachers and peers).

The rest of the data in the Half/Half model comes
from the dataset we discuss next.

2.2 Contrastive dataset

An important part of the language acquisition expe-
rience is finding out how changes in phrasing and
syntactic structure can alter or preserve meaning.
This is seen in typical L2 learning tasks such as
paraphrasing, which highlight the semantics of the
sentence and the ways syntactic manipulation can
affect its meaning.

As data approximating this type of information,
we use a dataset by Zhang et al. (2021). They re-
lease two datasets as part of SynCSE, a contrastive
learning framework for training sentence embed-
dings. The data in both datasets (SynCSE-partial
and SynCSE-scratch) is synthetic: synthesized by
LLMs. The two different datasets are results of
different prompting set-ups (for the dataset con-
struction and prompting details, we refer the reader
to the original paper). We use one of these two
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datasets, SynSCE-partial'.

The dataset is structured as follows: each data-
point comes as a triple consisting of 1) a sentence;
2) its paraphrase, and 3) a hard negative (a sentence
that is similar to the original one lexically and/or
structurally but has a different meaning). Here is
an example of a triplet from the dataset:

sent(: One of our number will carry
out your instructions minutely.

sentl: One person from our group
will execute your instructions
with great attention to detail.

hard_neg: Each member of our group
will carry out your instructions
differently.

We use all three elements of the triplet in our
experiments.

2.3 Grammar data

To mimic explicit grammar instruction in the typi-
cal L2 learning setting, we look for ways to expose
the model to targeted grammatical information. We
explore two strategies and corresponding datasets,
which we call Gram Gen and Gram Books.

For Gram Gen?, we first compile a list of gram-
matical notions that a sentence can contain. This
list is inspired by the typical structure of reference
and learners’ grammars and the topics covered by
those. We then pass these notions to GPT 40-mini?
to generate examples, using the prompt in Figure
1. To ensure that we generate a diverse set of sen-
tences, we prompted the model to generate sen-
tences about specific topics.*

After this, we additionally tag each sentence with
the grammatical notions as a sentence can contain
more than one. This again is done with GPT 4o-
mini, using the prompt in Figure 2. Due to pricing
restrictions, we generate 500 sentences per notion,
and tag 100 of these sentences for 50 different no-
tions. We include an example of a sentence tagged,

"https://huggingface.co/datasets/hkust-nlp/SynCSE-
partial-NLI

2We release this dataset on HF: link placeholder.

>We changed from GPT 3.5 to 4o-mini due to pricing
changes.

*The possible topics are: accounting, anthropology, archae-
ology, architecture, art, artificial intelligence, astronomy, biol-
ogy, botany, business, chemistry, computer science, cosmol-
ogy, criminology, design, economics, education, environmen-
tal science, engineering, geography, geology, government, his-
tory, humanities, international relations, journalism, law, liter-

ature, linguistics, math, medicine, music, philosophy, physics,
poetry, politics, psychology, religion, sports, and theater.

where we verify the correctness of the given tags
in Table 2.

In the table we can see that GPT 40-mini appears
only partially capable of recognizing grammatical
notions. For the simpler, very well-known notions
such as common nouns, verb person, tense, and
number, GPT performs well. For less commonly-
known phenomena, such as ellipsis, it seems to
have no understanding. For ellipsis specifically,
GPT often has false positives with sentences of this
2-clause structure, likely because that is a neces-
sary component for an ellipsis to occur, but not
what defines an ellipsis. GPT also appears to oc-
casionally hallucinate, with “it” not appearing in
the sentence despite it being tagged as an object
pronoun. Overall, given the accuracy of GPT in
tagging, it is not surprising that our model would
struggle to grasp grammatical notions.

“The engineers proposed a new design for the bridge, while the architects
focused on the aesthetic elements, emphasizing sustainability instead.”

Notion Tag Correct?
common noun engineers, design, bridge, archi- v
tects, elements, sustainability
collective noun engineers, architects
singular noun design v
plural noun engineers, architects, elements v
nominative case The engineers v
simple past tense proposed, focused, emphasized
third person engineers, architects v
plural verb proposed, focused, emphasizing
indicative mood proposed, focused, emphasizing v
non-gradable adjective sustainable
positive adjective sustainable X
aspectual adverb emphasizing X
comparative adverb instead X
object pronoun it X
case preposition for, on, instead
coordinating while v
indefinite determiner anew design
noun phrase The engineers, a new design, the
bridge, the architects, the aes-
thetic elements, sustainability
adjectival modification aesthetic, sustainability
verb phrase proposed, focused, emphasizing X
transitive verb phrase proposed a new design, focused
on the aesthetic elements, em-
phasizing sustainability
direct object design, elements v
adjunct clause Yes v
ellipsis gapping Yes X
ellipsis pseudo-gapping Yes X

Table 2: Tags produced for the sentence above. Only
positive tags are shown for brevity. v indicates the tag
partially correct, X incorrect.

is completely correct,

We construct the second grammar dataset, Gram
Books, as an alternative to grammatical instruc-
tion via examples. This dataset contains gram-
mar books that overtly discuss the rules of English
grammar and are intended mainly for second lan-
guage learners of English. Here is the full list

168


https://huggingface.co/datasets/hkust-nlp/SynCSE-partial-NLI
https://huggingface.co/datasets/hkust-nlp/SynCSE-partial-NLI

You are an expert in grammar. Write 500
detailed sentences containing <notion> (as
opposed to <alternate notion>). Make sure
to write 500 detailed sentences that are all
different from each other. Try to make the
sentences sufficiently different, for example,
don’t start every sentence with “the”, make
both short and long sentences, and write
about the topic of <topic>. Don’t write any-
thing else.

Figure 1: The prompt used to generate example sen-
tences of a grammatical notion. The <alternate notion>
is not always used, but corresponds to notions with clear
alternatives, such as telic vs. atelic verbs.

Consider the sentence: <sentence> Does the
sentence contain the notion of <notion>? If
so, write which word or words correspond
to the notion. If not, write “N/A”. Only
write the word or words that correspond, or
N/A otherwise.

Figure 2: The prompt used to tag sentences with their
grammatical notion. The prompt for sentential notions
only contained the initial question, along with: “Answer
with yes or no. Only write ‘yes’ or ‘no’, nothing else.”

of the grammar books we used: Newson (2006);
Greenbaum and Nelson (2009); Roth and Aberson
(2010); Thomson and Martinet (2015); Brutjan and
Brutjan (2022); Wright (2024). We do not release
this dataset due to copyright constraints.

We use both grammar datasets for two types of
experiments: 1) regular MLM training (described
in Section 3.2); 2) more elaborate training schemes
involving a combination of an encoder and a de-
coder (discussed in Section 3.3).

2.4 Wiktionary

For lexical instruction, we make use of a segment of
data from Wiktionary?, the largest available collab-
orative source of lexical knowledge. We constrain
ourselves to the English segment of Wiktionary,
and extract the lemma together with parts of speech
and the definitions of each of its senses and exam-
ples that illustrate the senses.

We parse the Wiktionary data into CSV, where

Shttp://www.wiktionary.org/

Give 3 examples of the word <word> as a(n)
<part of speech>, where it means <defini-
tion>. List the 3 examples in a numbered
list, they should be full sentences. Don’t say
anything else. The format should look like:
1. Example 1
2. Example 2
3. Example 3

Figure 3: The prompt used to generate example sen-
tences of a word sense.

each row contains a word, part of speech, a defi-
nition, and up to 13 examples, though many con-
tained no examples.

For words without an example, we attempted
two things: we generated examples with GPT 3.5,
and we fed the word in as is. The examples gener-
ated were of notably high quality, with GPT even
able to generate sentences for rare word senses.
The prompt we used is shown in 3.

As with other types of linguistic knowledge, with
this data we are looking for a way to mimic typi-
cal L2 learning. Wiktionary comes pretty close to
word learning in this setting, as it contains explicit
information about different senses of the word, its
morphological and syntactic profile, defines its lex-
ical semantics and illustrates all of this information
with sentences where the word is used in its differ-
ent senses.

Again, as with grammar data, we use the re-
sulting Wiktionary dataset® both in experiments
with simple MLLM pretraining and in experiments
with more complicated training set-ups, which are
described in more detail in Sections 3.2 and 3.3,
respectively.

3 Method
3.1 Model Choice

We opted to use encoder-only models for our final
submission. This is based on our observation from
last year’s competition, where encoder-only models
generally outperformed decoder-only or encoder-
decoder models. We chose the DeBERTa-base (He
et al., 2021) architecture as it is considered state-
of-the-art for encoder-only models. Unlike in last
year’s competition where we saw improvements

°The dataset we construct is available on HF: link
placeholder.
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from using DeBERTa-large, we saw no improve-
ment this year in initial testing and thus only used
the base model size.

3.2 Training and Evaluation

Our pretraining uses the standard MLM scheme
(Liu et al., 2019), which we used last year to great
effect. Table 3 shows the hyperparameters we used
for our pretraining experiments. For fine-tuning,
we use the default hyperparameters provided by the
organizers.

Hyperparameter Value
Vocabulary size 40000
Context size 64
Learning rate 2e-4
Decay 0.01
Warmup steps 4000
Optimizer AdamW
Batch size 64, 256
Epochs 50

Table 3: Hyperparameters used.

The hyperparameters chosen are largely the
same as what we used in last year’s competition
(Edman and Bylinina, 2023), with some minor
changes to the learning rate (2e-4 vs. le-4) and
warmup steps (4000 vs. 10000), as well as using
both a batch size of 64 and 256. We found that, in
some circumstances, a batch size of 64 would result
in a more performant model, but this phenomenon
was inconsistent. As such, we report the best per-
forming batch size for each model. We note that
“context size” refers to the number of tokens in a
given example. This is constant, so each example
may contain multiple sentences or fragments.

We evaluate our models with the tasks included
in this year’s shared task: BLiIMP (Warstadt et al.,
2020), BLiMP supplement, (Super-)GLUE (Wang
et al., 2018, 2019), and EWoK (Ivanova et al.,
2024).

3.3 Additional Training Schemes

In addition to using encoder-only MLM training,
we experimented with other objectives to train us-
ing our Wiktionary and grammar data, but ulti-
mately found no discernible difference in perfor-
mance. For these experiments, we use an encoder-
decoder model, where the decoder is later removed
after training. The encoder part is simultaneously

Having a feeling arising from a consciousness of
well-being or of enjoyment; enjoying good of any
kind, such as comfort, peace, or tranquillty;
blissful, contented, joyous.

|Having| a |fee|ing|ansing| lroml |

Encoder Decoder

|Muslc|makes| me |Vee\ |happy| . | |<s> |Hav|ng| a |fee||ng|ans|ng| B |

Music makes me feel happy.

Figure 4: The model layout for training wiktionary.

((( ([
LIl T]

Decoder

Encoder

|She |~aws| her |aug| a |me |\uca\|pm| | | |c.m.mun| | B

She walks her dog at the park

Figure 5: The model layout for training with grammar
examples.

trained on MLM as well as the additional objec-
tives, which we now describe.

Wiktionary Training For each Wiktionary entry,
we feed the example as input to the encoder and
mark the specific token that corresponded to the
target word. For the marked position, we pass
this to a separate decoder, which is tasked with
generating the definition. This process can be seen
in Figure 4.

Grammar Training For the Gram Gen data, we
feed in a sentence to the encoder, passing its hid-
den states to the decoder, and prompt the model to
answer whether it contains a particular notion, and
if that notion corresponds to a particular word or
words, which word(s) does it correspond to. The
scheme for training is shown in Figure 5.
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4 Results

We first discuss the results of our experiments with
MLM-only models trained on grammar and lexical
data, then we move on to discuss the results of the
models with additional training schemes. Finally,
we cover the results of our best-performing models
that we submitted to the challenge.

4.1 Grammar Results

The results for our best models using grammar data
are shown in Table 4. As we can see, adding gram-
mar data appears to help with BLiMP to a limited
extent, but hurts performance on all other metrics.
The increase in BLiMP is expected, as the BLIMP
evaluation necessitates that grammatical sentences
are given a lower perplexity than ungrammatical
sentences. A lot of the sentences in BLIMP are
grammatical, but are very unnatural for a native
speaker to read. As such, an excellent source for
unnatural sounding yet grammatically correct sen-
tences is a grammar book. This is likely why we
see the most improvement from training on those.

The generated data, seeing as it is generated by
GPT 3.5, is likely going to reflect the data that GPT
itself was trained on. Although we do not know
specifically the data that GPT is trained on, it is
likely much more representative of “natural” data,
rather than these unnaturally constructed sentences
that are ubiquitous in BLiMP.

Half /Half  + Gram Gen + Gram Books
BLiMP 74.2 74.7 754
Supplement 63.7 63.3 61.1
GLUE 77.1 75.9 74.7
EWoK 54.3 53.0 50.3
Average 67.3 66.7 65.4

Table 4: Results of our grammar-informed models.

To further improve BLiMP scores, we expect
that including more grammar books or perhaps
explicitly prompting an LLM to produce unnatural
sounding sentences may be the key. However, we
also expect that such data would have a negative
impact on GLUE and EWoK. This may simply be
an immutable trade-off for low-resource pretrained
models.

4.2 Wiktionary Results

We show the results of adding Wiktionary data in
Table 5. Unfortunately, adding Wiktionary defi-
nitions and examples appears to only hurt perfor-
mance. We speculate that it might have to do with

the structure of Wiktionary entries and how the
structure of lexical information is drastically dif-
ferent from other types of training and evaluation
data.

Half /Half ~ + Wikt
BLiMP 74.2 72.9
Supplement 63.7 62.8
GLUE 771 75.7
EWoK 54.3 50.1
Average 67.3 65.4

Table 5: Results of adding Wiktionary data.

4.3 Additional Training Schemes Results

MLM  MLM + Gram  MLM + Wikt
BLiMP 74.2 71.5 75.7
Supplement 63.7 61.0 59.3
GLUE 771 75.9 73.4
EWoK 54.3 51.1 50.8
Average 67.3 64.9 64.8

Table 6: Our models with additional objectives, com-
pared to the MLM-only baseline (i.e. our half/half
model).

We show the results of our models with added
objectives for Wiktionary definition learning and
grammatical notion identification in Table 6. Con-
cerning the grammar objective, we see slightly
worse performance overall. Notably, despite
BLiMP being an evaluation aimed at gauging un-
derstanding of grammaticality, we still see a de-
crease in the performance.

Ironically, our Wiktionary-based objective in-
creases BLiMP scores. It is unclear why our
method for improving semantic understanding in-
creased performance on the grammar benchmark,
but there is of course information that can be ex-
tracted from word definitions that is useful for pars-
ing grammaticality, such as part of speech informa-
tion, and even quite literal information about the
usage of words (e.g. the definition of “the” starts
with “used before a noun phrase...").

Though it does not explain the improvement on
BLiMP from our model trained with the Wiktionary
objective, we believe that adding an additional ob-
jective is the main source of the loss in perfor-
mance for our additional models. BLiMP (as well
as EWoK) is designed such that a model’s zero-
shot default behavior is to provide a perplexity for
a sentence. This is achieved trivially with a model
trained on MLM or CLM, but adding another ob-
jective means that the hidden states are forced to
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BabyLlama LTG-BERT BabyLM  Half/Half  Contr.

1I0M  100M  10M  100M 10M 10M 10M

BLiMP 69.8 73.1 60.6 69.2 74.2 74.2 65.5
Supplement  59.5 60.6  60.8 66.5 66.2 63.7 60.3
GLUE 50.7 52.1 48.9 51.9 69.0 771 76.6
EWoK 50.7 52.1 47.4 51.9 51.8 54.3 51.6
Average 571 59.5 54.4 59.9 65.3 67.3 63.5

Table 7: Final results compared to the baselines.

learn a representation that balances approximating
the perplexity with optimizing for whatever the ex-
ternal objective requires. Thus, it is no surprise that
the scores for BLIMP and EWoK are lower. This
does not necessarily mean that this model is less
capable of understanding grammaticality, but this
could not be captured by BLiIMP. We are not aware
of another benchmark that would resolve this issue.

4.4 Submission

In Table 7, we show the overall results for our
best models, compared to the baselines. The re-
sults from BabyLlama and LTG-BERT are taken
from the reported scores from the organizers. The
“BabyLLM” model is our internal baseline, using the
same parameters and training as our other models,
but trained on the data provided by the organizers.
“Half / Half ” is a model trained on a mixture of the
provided data and contrastive data, and “Contr.” is
trained on exclusively contrastive data.

As we can see, our models outperform even the
provided models trained on 100M overall. We sus-
pect this is for the same reason as we found last year
in Edman and Bylinina (2023), where the models
trained on too large of a context size have trouble
converging. In terms of the data used, we see that
using the contrastive dataset hurts BLiMP perfor-
mance, but raises GLUE performance. Using a
mix is able to capture a best of both worlds, retain-
ing performance on BLiMP while even improving
performance on GLUE and EWoK.

5 Conclusion

In this year’s BabyLM Challenge, we attempted to
buck the trend of administering strategies based on
L1 acquisition, having seen little success from such
strategies in last year’s Challenge. Instead, we hy-
pothesized that L2 acquisition, with more explicit
information regarding semantics and syntax, might
be what a language model needs. To that end, we
also saw limited success. Our strategy of using
Wiktionary data did not show any indication of im-

proved output quality. Using grammar information
did have a small positive effect on BLiMP scores,
though it is unclear whether the grammar itself
helped or simply the more diverse data domain.
Nevertheless, our strategy of reducing context
size from the previous year was yet again success-
ful at outperforming the baselines, even those with
10x more data used in training. Additionally, using
data that includes paraphrases and contrastive pairs
helped improve the GLUE scores by a remarkable
8 points. This goes to show that the data chosen
for low-resource pretraining can have a profound
impact. The study of the exact structure of data that
LMs efficiently learn from is a productive future
direction, as tentatively shown by our results.
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