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Abstract

Sociocultural norms serve as guiding princi-
ples for personal conduct in social interactions
within a particular society or culture. The study
of norm discovery has seen significant develop-
ment over the last few years, with various in-
teresting approaches. However, it is difficult to
adopt these approaches to discover norms in a
new culture, as they rely either on human anno-
tations or real-world dialogue contents. This pa-
per presents a robust automatic norm discovery
pipeline, which utilizes the cultural knowledge
of GPT-3.5 Turbo (ChatGPT) along with sev-
eral social factors. By using these social factors
and ChatGPT, our pipeline avoids the use of hu-
man dialogues that tend to be limited to specific
scenarios, as well as the use of human annota-
tions that make it difficult and costly to enlarge
the dataset. The resulting database - Multi-
cultural Norm Base (MNB) - covers 6 distinct
cultures, with over 150k sociocultural norm
statements in total. A state-of-the-art Large
Language Model (LLM), Llama 3, fine-tuned
with our proposed dataset, shows remarkable
results on various downstream tasks, outper-
forming models fine-tuned on other datasets
significantly.

1 Introduction

Sociocultural norms are informal rules or guide-
lines that dictate acceptable behavior within a par-
ticular society or culture (Morris et al., 2015).
These norms encompass a wide range of behav-
iors, including manners, customs, values, and tra-
ditions. They govern how individuals interact with
one another and shape societal expectations regard-
ing appropriate conduct in various contexts. With
the rapid development of AI in the last decade, it
is crucial to define effective methods for discov-
ering and assessing the cultural knowledge of AI
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systems, especially the knowledge of sociocultural
norms.

The study of cultural norm discovery has wit-
nessed significant development in recent years.
SOCIAL-CHEM-101 (Forbes et al., 2020), one
of the earliest corpora, introduces social norms rep-
resented in a Rule of Thumb (RoT) format. Norm-
Bank (Ziems et al., 2023) is another large-scale
corpus of norms that contains situational norms
within a multivalent sociocultural frame. While
these datasets have high-quality samples and can be
applied to many culture-related tasks, they are con-
structed by humans, which is very time-consuming
and costly. In response to this problem, Fung et al.
(2023) introduced NormSage, a norm dataset con-
structed with a fully automated pipeline. Norm
statements in NormSage are extracted by prompt-
ing Large Language Models (LLMs) with dialogue-
based contents. The norms are then fed to a self-
verification process to ensure their quality. While
NormSage showcases a promising direction for
automatic norm discovery, it is based on real di-
alogue data, which may not be available in dif-
ferent cultures and can be limited to specific do-
mains. Moreover, social norms, relevant to specific
frames, should possess the flexibility to be appli-
cable across diverse dialogues, instead of being
bound to a single specific conversation.

To address the above challenges, in this paper,
we present an automated frame-based pipeline for
norm dataset construction using ChatGPT in a
multi-cultural setting. Socio-cultural norms are
often strongly associated with several social fac-
tors (Zhan et al., 2023), and we refer to the com-
bination of social factors as situational frames.
Norms in the proposed dataset are generated by
prompting ChatGPT with situational frames as the
context, instead of using real-world dialogue con-
tent like existing works. These frames consist of
carefully chosen social factors (culture, social re-
lation, power distance, and so on) which help to
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align the norm generation process. In this way,
we will not have to collect dialogue data for spe-
cific cultures and can easily expand the dataset.
Once the norms are extracted, we evaluate them
both intrinsically and extrinsically. For the former,
we use human evaluation to assess the quality of
the extracted norm statements. For the latter, we
employ the constructed norm database in various
downstream tasks to prove the adaptability as well
as the performance of our proposed dataset. To
summarise, our contributions are as follows:

• We propose an automatic pipeline for extracting
socio-cultural norm statements in multiple cul-
tures. This pipeline makes use of the implicit cul-
tural knowledge of ChatGPT, as well as a set of
carefully chosen social factors, to derive meaning-
ful norm statements. In this way, we address the
aforementioned problems of pioneering works.
By using social factors and ChatGPT, we avoid
the high costs of human annotation. Addition-
ally, our social factors can also replace human
dialogues, which tend to be limited to specific
domains (Fung et al., 2023).

• With the proposed pipeline, we construct the
Multi-Cultural Norm Base (MNB) dataset and
make it publicly available to the research com-
munity. The dataset contains 150k sociocultural
norm statements for 6 different cultural back-
grounds, extracted from 29k situational frames.
MNB is also one of the very few datasets that
feature multi-cultural settings. We will make the
dataset and code publicly available upon paper
publication.

• We conduct extensive experiments to analyze the
quality of MNB, as well as to demonstrate the
benefits of MNB in various downstream tasks.
Intrinsic evaluation results highlight both the
strengths and weaknesses of our method. We
observe that using ChatGPT for norm extraction
results in correct and insightful norms. At the
same time, the model cannot utilize all of the
given social factors, which, in many cases, leads
to norms being too general. On the other hand,
however, extrinsic experimental results show that
MNB can generalize well across multiple related
datasets and their corresponding benchmarks, out-
performing other datasets significantly.

2 Related Work

2.1 Commonsense Knowledge Bases

Commonsense Knowledge Bases (CKBs) encap-
sulate essential information that mirrors human
everyday understanding and reasoning, covering
broad aspects such as relational taxonomies (Liu
and Singh, 2004), logical associations (Zhang et al.,
2018; Elsahar et al., 2018), and the underlying prin-
ciples of causality and mechanics (Talmor et al.,
2019; Bisk et al., 2020). Following Cyc’s estab-
lishment (Lenat, 1995), there has been a signif-
icant advancement in the development of expan-
sive, human-curated CKBs (Liu and Singh, 2004;
Speer et al., 2017; Forbes et al., 2020; Bisk et al.,
2020; Hwang et al., 2021; Mostafazadeh et al.,
2020; Ilievski et al., 2021). Notably, Concept-
Net (Speer et al., 2017) exemplifies a compre-
hensive commonsense knowledge graph, charac-
terized by its structured representation of knowl-
edge in entity-relation-entity triples. The ATOMIC
(Sap et al., 2019) advances this domain by cata-
loging social interaction dynamics through nearly
880,000 annotated triples. Its enhanced iteration,
ATOMIC2020 (Hwang et al., 2021), further in-
tegrates ConceptNet’s relational framework with
additional novel relations, thereby constructing
a more elaborate CKB focused on event-related
dynamics. Moreover, GLUCOSE (Mostafazadeh
et al., 2020), derived from narrative texts in ROC
Stories (Schwartz et al., 2017), delineates a frame-
work for understanding causal relationships and
effects based on foundational events, presenting a
nuanced exploration of commonsense dimensions.

2.2 Sociocultural NormBase Construction

SOCIAL-CHEM-101 (Forbes et al., 2020) intro-
duced a comprehensive dataset of social and moral
guidelines, established through a crowdsourcing ap-
proach to gathering descriptive norms from various
situations using rules-of-thumb as fundamental ele-
ments. Another critical contribution is from (Ziems
et al., 2023), who introduced a scheme for hierar-
chically organizing the space of human behaviors
that determine social norms, then employed hu-
mans to create NormBank, a social knowledge bank
that leverages this contextual data to form contrast
sets rich in conditioned defeasible social norms.
Our methodology diverges significantly from that
of NormBank by implementing an automated sys-
tem to discover sociocultural norms, in contrast
to the reliance of NormBank on manual annota-
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Figure 1: Proposed norm discovery pipeline.

tion. Moreover, we focus on extracting norms from
situations that involve interactions between peo-
ple to better reflect the cultural values and beliefs,
rather than only representing accepted human be-
haviors in a specific culture. Moreover, the research
by (Fung et al., 2023) introduced the NormSage
framework, aimed at identifying norms embedded
within conversations, utilizing LLM prompting and
self-verification techniques, and drawing from real-
life scenarios like negotiations, casual discussions,
and documentaries. Our approach sets itself apart
from NormSage by focusing on extracting norms
through situational frames, which contain several
social factors that mimic the interactions between
people, therefore omitting the need for dialogue-
based information.

3 Building Multi-cultural Norm Base

In this section, we describe our proposed automatic
pipeline for collecting socio-cultural norms for var-
ious cultures. The following subsections will dis-
cuss the overall pipeline, as well as provide a de-
tailed explanation for each step in the pipeline. For
simplicity, the term socio-cultural norm will be
referred to as norm or social norm for short.

3.1 Overall Pipeline
The overall norm discovery pipeline is illustrated
in Figure 1. Starting from a collection of situation
frames, we begin by filtering invalid frames, fol-
lowed by performing norm extraction, deduplica-
tion, and verification to construct the multicultural
norm base.

3.2 Situational Frame Construction
Social norms are context-specific patterns that gov-
ern behavior in a given situation (Morris et al.,
2015). Therefore, we design situational frames

to ground meaningful norms and create diversity
in the proposed dataset. Following the works of
social factor taxonomy (Hovy and Yang, 2021)
and SocialDial (Zhan et al., 2023), these situa-
tional frames consist of several social factors that
mimic the conversations between two speakers.
Specifically, there are 10 key social factors in a
frame, and these factors are categorized as either
conversation-related factors (Norm Category, Con-
versation Topic, Conversation Location, Culture,
Formality) or speaker-related factors (Age, Gender,
Social Relation, Social Distance, Power Distance).
Each of these social factors can take a range of
values, some of which are sourced from SocialDial
and LDC (Li et al., 2022).

Conversation-related Factors. In each situa-
tional frame, Norm Category can take values from
greetings, requests, apologies, persuasion, and crit-
icism. Formality is characterized as either formal
or informal. Conversation Location spans various
settings, including open areas, online platforms,
homes, police stations, restaurants, stores, and ho-
tels. Conversation Topic covers a wide array of
subjects, such as sales, everyday life trivialities,
office affairs, school life, culinary topics, farm-
ing, poverty assistance, police corruption, counter-
terrorism, and cases of child disappearance. Cul-
ture refers to the cultural background of a con-
versation, which can be derived from one of the
following values: American, British, Canadian, In-
dian, Afghan, and Chinese. These cultures exhibit
distinct social norms and practices. For instance,
Chinese and Indian cultures have deep-rooted tra-
ditions and customs that influence social behavior,
while Western cultures like the American, British,
and Canadian have different societal norms shaped
by their histories and current societal dynamics. In-
cluding Afghan allows for the representation of a
culture with different social and religious practices.

Speaker-related Factors. Regarding the
speaker-related factors, Social Distance encom-
passes five distinct values: family, friends, roman-
tic partners, working relationships, and strangers.
Social Relation covers the following cases: peer-
to-peer, elder-junior, chief-subordinate, mentor-
mentee, student-professor, customer-server, and
partner-partner. Age describe the age group of each
speaker in the conversation, which can take the fol-
lowing values: child, teenager, adult, middle-aged
adult, senior adult, and elderly. Similarly, Gender
represents the gender of each speaker, which is cat-
egorized as either male or female. Lastly, Power
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distance is the perceived degree of inequality be-
tween the two speakers. This factor can take values
from lower, equal, or higher, which indicates the
inequality of the first speaker with respect to the
second speaker.

3.3 Frame Filtering

With the values of each social factor predefined
in the previous section, we then proceed to re-
move invalid situational frames. Invalid frames
are those considered to have combinations of val-
ues that hardly represent real-world scenarios (eg.
“a student and a professor discussing life trivialities
in a police station”, or “two colleagues discussing
school life at a restaurant”). In general, we propose
to train a frame classification model, along with sev-
eral hand-written rules to filter out invalid frames.
The process of this can be broken down into three
steps: Training Data Construction, Model Training,
and Frame Classification.

Training Data Creation. The training data of
the frame classification model will have two parts,
golden-labeled data and pseudo-labeled data. For
the golden-labeled subset, we utilize the human-
labeled frames from SocialDial, as many of the fac-
tor values of our data are sourced from this dataset.
The number of human-labeled frames is 6,433. Re-
garding the pseudo-labeled data, we first sample
100,000 combinations of factor values, then prompt
ChatGPT1 for labeling. The prompt template is il-
lustrated in Figure 2. To minimize the label errors
made by ChatGPT API, we derive the probabili-
ties of generating the tokens "Yes" or "No" from
the API. Specifically, frames with either of the two
probability scores higher than 0.85 are kept and
assigned with the corresponding labels, and the re-
maining frames are removed. In total, we created
a frame classification dataset with 41,016 samples,
in which 16,547 samples are labeled as valid.

Model Training. With the constructed training
dataset, we opt for the RoBERTa architecture (Liu
et al., 2019) for frame classification. Specifically,
the large version of the pretrained model is used
for fine-tuning. We randomly split the constructed
dataset into a training and development subset, with
a ratio of 8:2. Adam optimization (Kingma and
Ba, 2014) is used for model training. The choices
of values for hyperparameters, such as learning
rate, batch size, and number of epochs, are tuned
through grid search over the development subset.

1https://openai.com/blog/chatgpt

Figure 2: The prompt template for situational frame
classification.

Frame Classification. The fine-tuned RoBERTa
model is applied for frame classification. To ensure
the label quality, we kept only the frames that the
model predicted with a 0.995 probability value of
the positive class. Additionally, we also introduced
30 handwritten simple rules that are used to filter
out invalid frames. These rules are represented as
combinations of different values for social factors
that are not considered relevant in the real world.

3.4 Norm Extraction
The norm extraction process is illustrated in Figure
3. Specifically, we include the filtered situational
frames in the prompts to discover social norms
with ChatGPT. The prompt template includes four
distinct parts:
• A template header describing the nature of the

situational frame data.

• The body of the prompt template that outlines the
social factors in a situational frame.

• A direct question describing the task of social
norm extraction. This is followed by several con-
straints to ensure the quality and format of the
generated norm statements are unified and con-
trollable.

• Some Rules of Thumbs (RoTs) constraints. These
contain RoT templates (Forbes et al., 2020) that
will help to better structure the norm statement
(eg. “In [X] culture, it is good to do action [Y],
under situation [Z].”).

3.5 Norm Deduplication
As the extracted norms can overlap in a single sit-
uational frame as well as across different frames,

27



Figure 3: The norm extraction process with ChatGPT.

we remove one norm statement from each dupli-
cating pair. This process is done separately for
each culture. Specifically, we calculate the cosine
similarity scores for every pair using their BERT
embeddings (Devlin et al., 2019). If the similarity
score is higher than 0.95, we flag the norm pair as
duplicated.

3.6 Norm Verification

With the distinct norms obtained after the dedu-
plication process, we begin to filter invalid norms.
Invalid norm statements are norms that are incor-
rect in a specific culture, and we utilize ChatGPT
for this verification process. Similar to Section
3.3, we prompt ChatGPT with a Yes-No question,
and derive the probability of the token "Yes" for
filtering. Details of the prompt are given in the
Appendix A.1. The probability threshold for valid
norms is set to be 0.85.

3.7 Dataset Summary

With the above pipeline, we obtained the Multi-
cultural Norm Base (MNB), which consists of
155,929 norm statements, extracted from more than
28,804 situational frames of 6 distinct cultures. The
norm statements also represent real-world scenar-
ios, where they reflect daily conversational situa-
tions through various speaker attributes. The norm
statistics of the 6 cultures are reported in Table
1. The cultures have roughly equal numbers of
situational frames. On average, about 5 norm state-
ments are extracted with each situational frame in
our data.

Culture # of Norm Statements # of Frames
American 27,481 4,505
Canadian 25,726 5,072
British 34,213 5,133
Chinese 24,789 4,496
Indian 25,760 4,675
Afghan 17,960 4,923

All 155,929 28,804

Table 1: Statistics of norms in different cultures.

4 Experiments

To demonstrate the quality of our proposed method
and dataset, we carry out experiments with our data
and other related datasets. Our experiments are di-
vided into two types: Intrinsic Evaluation and
Extrinsic Evaluation. For intrinsic evaluation, we
examine the quality of the constructed norm knowl-
edge base and the norm extraction method. In the
case of extrinsic evaluation, we demonstrate the ap-
plicability of our proposed dataset across different
downstream tasks and compare the performance
with other datasets.

4.1 Intrinsic Norm Discovery Evaluation
Similar to NormSage (Fung et al., 2023), we as-
sess each norm statement on a Likert scale ranging
from 1 to 5, where 1 denotes “Very Unsatisfied”
and 5 denotes “Very Satisfied”, for five criteria:
Relevance, Well-Formedness, Correctness, Insight-
fulness, Relatableness. A detailed description of
each criterion is provided in Appendix A.2.1.

As there are many norm statements in the dataset
and evaluating all of them will be very time-
consuming, we sample 200 norms from each cul-
ture for evaluation. Specifically, we randomly sam-
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Culture Relevance Well-formedness Correctness Insightfulness Relatableness
Chinese 3.91 4.10 4.03 3.97 3.93
Afghan 3.93 3.97 4.02 4.00 3.94
Indian 3.80 3.80 3.84 3.90 3.84
British 3.86 3.29 3.16 3.08 3.26
American 3.97 3.73 4.01 3.81 3.93
Canadian 3.67 4.10 4.05 3.72 4.04

All 3.85 3.82 3.83 3.75 3.80

Table 2: Average Likert scale (1-5) ratings of each culture in MNB.

ple 200 situational frames from each culture and
then sample 1 norm statement from each of the
frames. This ensures that the selected data is di-
verse and covers a wide range of scenarios. To per-
form the evaluation, we employed native Amazon
Mechanical Turk workers for each of the 6 cultures
to assess the data (e.g. British annotators will label
the British samples) to ensure the annotation qual-
ity. Further information about the annotators and
the annotation process is described in Appendix
A.2.1.

Table 2 summarizes the Likert-scale scores as-
signed to the cultural norms of six cultures within
the proposed dataset. The inter-rater reliability
of the annotators, along with the score distri-
butions of the 6 cultures, will be given in Ap-
pendix A.2.3 and A.2.4. Chinese norms consis-
tently received high scores, particularly in Well-
Formedness (4.10) and Correctness (4.03), indicat-
ing well-structured and accurate norms. Afghan
norms also performed well, with high scores in
Insightfulness (4.00) and Relevance (3.93), reflect-
ing strong cultural understanding and applicability.
Indian norms showed moderate scores across all
metrics, suggesting balanced yet average represen-
tations. In contrast, British norms scored lower
in Well-Formedness (3.29), Correctness (3.16), In-
sightfulness (3.08), and Relatableness (3.26), indi-
cating structural and applicability issues. Ameri-
can norms were notable for their high Relevance
(3.97) and Correctness (4.01), showcasing relevant
and accurate norms. Canadian norms excelled in
Well-Formedness (4.10) and Relatableness (4.04),
highlighting well-structured and broadly applicable
norms. Overall, while Chinese, Afghan, American,
and Canadian norms were well-represented, British
norms require significant improvement.

4.2 Extrinsic Evaluation on Downstream
Tasks

To set up extrinsic evaluations, we derive several re-
lated datasets and their corresponding downstream
tasks, which can be categorized into generation

tasks and classification tasks. For all extrinsic
experiments, we will use Llama 32 and perform
fine-tuning with different instruction tasks. Specifi-
cally, the 8B version of the Llama3-Instruct model
(Llama3-Instruct-8B) is used for fine-tuning, as it
already has been fine-tuned with a large set of in-
struction tasks and can be used as the baseline in
experiments.

4.2.1 Generation Task
In terms of the generation task, we opt for the
Moral Integrity Corpus (MIC) (Ziems et al., 2022)
for our experiments. The norms covered in this
dataset mostly are sourced from Reddit and belong
to the American culture. The authors of MIC have
set up the task of RoT generation, which requires
models to generate a norm statement with a given
dialogue content. To carry out the experiments, we
compare the performance of the following models:

• Llama3 The original Llama3-Instruct-8B model.

• Llama3 SC The Llama3-Instruct-8B model fine-
tuned with the SOCIAL-CHEM-101 dataset. The
instruction task is generating a norm statement
based on a given situation and a behavior.

• Llama3 MNB The Llama3-Instruct-8B model
fine-tuned with our MulticulturalNormBase
dataset. The instruction task is to generate a norm
statement based on a set of social factors (similar
to how we extract the norms with ChatGPT in
Section 3.4).

While the NormBank dataset can be used for
training as it is also a norm dataset, its norms have
a very different structure compared to our data as
well as SOCIAL-CHEM-101 and MIC. The sit-
uational norms in NormBank are represented as
taxonomies of various factors, while in the other 3
datasets, the norms are stated as Rules of Thumb
statements. As converting the taxonomy-based
norms into RoT involves great complexities, we

2https://ai.meta.com/blog/meta-llama-3/
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Metric Llama3 Llama3 SC Llama3 MNB

ROUGE-1 15.53 20.15 30.41
ROUGE-2 3.59 6.01 14.90
ROUGE-L 14.65 19.46 29.50
BLEU 11.95 16.16 24.61
BERT-Score 88.60 89.35 90.93
Avg. Len 11.65 10.95 9.05

Table 3: Experimental results on the MIC dataset. The
average length of the norms in the data is 8.74.

chose to not experiment with the NormBank dataset
for this generation task.

Following the authors of MIC, for the evaluation
metrics, we apply the standard ROUGE (Lin and
Hovy, 2003) (ROUGE-1, ROUGE-2, and ROUGE-
L), BLEU score (Papineni et al., 2002), and BERT-
Score (Zhang et al., 2020). The experimental re-
sults are reported in Table 3. All three models are
evaluated in a zero-shot setting, meaning that they
have not seen or been trained with the MIC dataset.
It can be observed that when trained with cultural
or commonsense knowledge data, the performance
improves over the baseline. Both the Llama models
trained with SOCIAL-CHEM-101 and our dataset
present better results than those of the baseline
model. On all metrics, the model trained with
our data (Llama3 MNB) achieves higher results
than the one trained with SOCIAL-CHEM-101
(Llama3 SC). Our model also generates sentences
that have lengths closer to the golden sentences in
the data than the Llama3 SC model. This demon-
strates that the extracted cultural norms are highly
useful, and can be used to train models to adapt on
different benchmarks.

4.2.2 Classification Tasks
Regarding the classification tasks, we consider the
following datasets for evaluation:

EtiCor. (Ziems et al., 2023) This is a corpus of
etiquettes, consisting of texts about social norms
from five different regions across the globe, serving
as a benchmark for evaluating LLMs for knowl-
edge and understanding of region-specific etiquette.
Specifically, the dataset covers 5 regions: EA (East
Asia), IN (India), MEA (Middle East & Africa), NE
(North America & Europe), and LA (Latin Amer-
ica). With this data, the corresponding evaluation
task is “Etiquette Sensitivity”. Given a statement
about etiquette, the task is to predict whether the
statement is appropriate for a region. For this
dataset, we use the entire data for evaluation.

NormBank. (Ziems et al., 2023) This is a knowl-
edge base of situational norms in multicultural set-
tings. To extract the cultural information of norms
in this dataset, we identify constraints that mention
“Person Y’s country is XX” and link them to spe-
cific cultures. We follow their evaluation on the
task of “Norm Classification”. Specifically, this
task requires models to classify a combination of
behavior and some constraints to be either expected,
okay, or unexpected. To perform an evaluation on
this dataset, we randomly split the samples into a
training and test subset, with a ratio of 8:2. The
training set will be used to train a Llama 3 model,
and the test set will be used to compare different
fine-tuned models.

Regarding the models for evaluation, we fine-
tuned the Llama 3 model separately with the Norm-
Bank dataset and our dataset. Both models are
trained with the classification task and the training
procedure is different for each of the datasets, as
their data attributes are different:

• Llama3 NB-CLS The Llama3-Instruct-8B model
fine-tuned with the training subset that we derived
from the NormBank dataset. The model is trained
for the task of norm classification, which utilizes
the 3-class labels described previously.

• Llama3 MNB-CLS The Llama3-Instruct-8B model
fine-tuned with our MulticulturalNormBase
dataset. The instruction task is also norm classifi-
cation. Since the norms of our dataset are all rec-
ommended behaviors, we perform data augmen-
tation to negate a portion of the data. Specifically,
we apply rule-based and model-based negative
claim generation. For the model-based negative
claim generation method, we utilize a pretrained
BART model3 to generate the negative version of
a norm statement.

Apart from the fine-tuned models, we also ex-
perimented with a RAG (Retrieval Augmented
Generation) based method with our data and the
NormBank dataset. We derive two models -
Llama3 MNB-RAG and Llama3 NB-RAG - which use
the baseline Llama 3 model and retrieve the most
relevant norms from our data and NormBank for
a test sample, respectively. To ensure this method
gets maximized results, we experimented with
several numbers of norms being retrieved, rang-
ing from 1 to 10, and reported only the best re-
sults. Interestingly, both Llama3 MNB-RAG and

3https://huggingface.co/minwhoo/bart-base-negative-
claim-generation
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Region Llama3 (Baseline) Llama3 NB-CLS Llama3 NB-RAG Llama3 MNB-CLS Llama3 MNB-RAG

EA 69.97 66.88 63.67 76.99 73.75
IN 70.98 69.62 67.56 80.72 73.30
MEA 71.03 69.11 67.82 78.94 73.69
NE 82.62 84.07 79.40 92.27 84.95
LA 67.66 63.87 66.01 76.05 72.38

All 72.45 70.71 68.89 80.99 75.31

Table 4: F1 scores of different models on the EtiCor dataset.

Culture Llama3 (Baseline) Llama3 NB-CLS Llama3 NB-RAG Llama3 MNB-CLS Llama3 MNB-RAG

British 7.22 38.26 20.44 23.16 19.24
Canadian 5.17 57.82 32.23 35.51 16.07
American 4.67 50.20 15.69 32.60 19.89
Afghan 4.37 36.27 15.69 28.90 14.21
Indian 26.21 45.28 35.76 36.82 26.60
Chinese 16.23 43.81 25.24 27.93 26.60

All 9.68 45.26 24.18 30.82 20.42

Table 5: F1 scores of different models on the NormBank dataset.

Llama3 NB-RAG achieve optimal results when us-
ing only 1 norm in the context.

Results on EtiCor. The experimental results on
the EtiCor dataset are described in Table 4. The
model trained with our dataset (Llama3 MNB-CLS)
consistently demonstrates better results than the
other two models, in all regions. The model shows
the smallest absolute and relative improvements
on the EA (East Asia) subset of EtiCor. This
is because while our dataset consists of norms
for the Chinese culture, EtiCor itself does not in-
clude Chinese data in the EA subset. Regarding
Llama3 NB-CLS, while the nature of NormBank is
also similar to EtiCor, however, the model does
not achieve better overall results than the baseline
Llama3 model, except for the NE (North America
& Europe) subset, where the model demonstrates
an improvement. This is understandable, as the
portion of North American data accounts for al-
most 30% of the NormBank dataset. Despite be-
ing not as good as fine-tuning, the retrieval-based
method also shows its improvements over the base-
line, where the Llama3 MNB-RAG model achieves
roughly 2.8% F1 improvement over the Llama3
model.

Results on NormBank. The experimental re-
sults of different models on the NormBank dataset
are described in Table 5. Llama3 NB-CLS ob-
viously achieves the best results in terms of
F1 score, as it is trained on the NormBank
data. However, Llama3 MNB-CLS - the model

trained with MNB still shows great improve-
ments over the baseline, with more than 21%
absolute improvements in F1 score. In terms
of retrieval-based model, Llama3 MNB-RAG and
Llama3 NB-RAG achieve competitive results, even
though Llama3 NB-RAG takes advantage of retriev-
ing norms from NormBank itself. Interestingly,
Llama3 MNB-RAG reaches a better F1 score than
Llama3 NB-RAG on the American subset, despite
this is the largest subset of the NormBank dataset.
These results have proven that models utilizing our
MNB dataset can generalize well across different
domains and cultures, in both cases of fine-tuning
and RAG.

5 Conclusions

In this paper, we propose an automatic norm discov-
ery pipeline using ChatGPT for the multi-cultural
setting. The pipeline extracts norm statements upon
situational frames filled with crucial social factors.
As real dialogues are not always available and can
be limited to some domains, we have showcased
that it is possible to extract meaningful norm state-
ments only from social factors. Our derived norm
database has shown its effectiveness in the exper-
iments, achieving remarkable results on several
downstream tasks and outperforming other norm
datasets. In the future, we plan to expand the data
with coverage to more cultures and implement large
language models embedded with explicit cultural
knowledge.
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Limitations

Our proposed pipeline is based on the implicit
knowledge of ChatGPT from OpenAI to extract
cultural norm statements from conversational situa-
tions. While ChatGPT is trained on a large amount
of data, its cultural knowledge and reasoning capa-
bilities can have potential bias. We also acknowl-
edge that cultural norms can vary and evolve sig-
nificantly over time, which requires LLM to have
better adaptation to new data. Despite the availabil-
ity of more robust LLMs, such as GPT-44, we opted
to use ChatGPT in our experiments due to the time
limitation and costly usage of GPT-4. Addition-
ally, more datasets should be compared with the
proposed MNB dataset in future works. NormSage
(Fung et al., 2023) is the closest work to ours, as it
also has the multi-cultural element, but at the time
of submitting this paper, the NormSage dataset and
code are not publicly available for us to make a fair
comparison in the experiments.

Another limitation of our work is the limited
number of human annotators for intrinsic evalua-
tion. We acknowledge that hiring more people to
annotate the norms will better represent the norm
quality, but due to the time constraint and cost limit,
there is only one annotator for each culture. Al-
though the chosen annotators are all native, there
can still exist potential biases in the evaluation pro-
cess.

Ethical Considerations

We recognize that automatically generated socio-
cultural norm statements can carry an authoritative
and normative tone (Fung et al., 2023). Therefore,
we want to emphasize that these statements are not
intended to serve as the basis for establishing a
normative system or framework within any society.
Their application in any operational system must be
approached with caution. It is imperative to involve
manual oversight to validate their accuracy prior to

4https://openai.com/gpt-4

deployment. Consequently, these norm statements
primarily serve only research purposes.
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A Appendix

A.1 Norm Verification
As discussed in Section 3.6, we prompt ChatGPT
to filter invalid norm statements. Figure 4 illus-
trates the prompt template for norm verification.
Similar to previous prompt templates in Section
3.4 and Section 3.6, this template includes a header
describing the nature of the situational frame, and
a body outlining the social factors.

A.2 Intrinsic Evaluation
A.2.1 Evaluation Criteria
The definition for each criterion of the intrinsic
evaluation process is as follows:
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Culture Relevance Well-formedness Correctness Insightfulness Relatableness
Chinese 0.74 0.66 0.59 0.65 0.72
Afghan 0.75 0.76 0.62 0.77 0.73
Indian 0.75 0.76 0.66 0.67 0.69
British 0.65 0.74 0.73 0.71 0.91
American 0.60 0.70 0.70 0.73 0.72
Canadian 0.72 0.59 0.68 0.69 0.68

Table 6: Krippendorff’s Alpha coefficient of different metrics for each culture.

Figure 4: Prompt template for norm verification.

• Relevance. This criterion measures how well
the situation inspires the generated norm. If
a norm does not use the provided informa-
tion from the situational frame, regardless of
whether the norm is correct or not, the rele-
vance score should be low.

• Well-Formedness. This criterion measures
how well is the norm structured – is the norm
self-contained, and does it include both a judg-
ment of acceptability and an action or soci-
etal/cultural phenomena that is assessed?

• Correctness. This criterion measures the cor-
rectness of the norm. If a norm is considered
to be correct in a given culture, its correctness
score should be high.

• Insightfullness. This criterion measures the
degree to which the norm conveys an enlight-
ening understanding of what is considered ac-
ceptable and standard in the provided cultural
background.

• Relatableness. This criterion measures the
degree of generalization of a norm. If the
given norm is highly applicable in various
situations, the relatableness score should be
high.

A.2.2 Annotation Settings
Worker Qualification. To ensure that the MTurk
workers are native to the 6 cultures, we designed
a qualification test consisting of cultural-related
questions, provided in the respective native lan-
guages. Additionally, the questions are given in
images, preventing the workers from searching for
the answers directly on public media. Workers
must pass this qualification test demonstrating a
success rate of 95% or higher. To do the labeling
task for intrinsic evaluation, workers who pass the
initial qualification test then proceed to do another
test of understanding the task instruction, in which
workers with success rates of 98% are chosen to do
the annotation for intrinsic evaluation.

Annotation Qualification. To ensure the high
quality of the intrinsic evaluation process, each
norm is scored by 5 native workers. After the
norms are annotated, we perform a manual check
to verify the scores.

A.2.3 Inter-rater Reliability
To assess the agreement rate among annotators,
we apply Krippendorff’s Alpha coefficient with
each intrinsic evaluation metrics. Table 6 describe
the values for each culture. Overall, the results
highlight varying degrees of annotator agreement,
with some metrics and cultures showing strong
reliability while others indicate the need for further
refinement in evaluation criteria.

A.2.4 Intrinsic Score Distribution
We provide the intrinsic score distribution of each
culture in Figure 5. Overall, most cultures exhibit
acceptable quality in each evaluation metric, where
the distributions skewed toward scores of 4 and 5.
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(a) Score distribution of the Chinese culture.

(b) Score distribution of the Afghan culture.

(c) Score distribution of the Indian culture.

(d) Score distribution of the British culture.

(e) Score distribution of the American culture.

(f) Score distribution of the Canadian culture.

Figure 5: Likert-scale rating distribution of each culture.
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