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Abstract

Abstractive summarization models learned
with token-level maximum likelihood estima-
tion suffer from exposure bias, that the condi-
tion for predicting the next token is discrepant
during training and inference. Existing solu-
tions bridge this gap by learning to estimate
semantic or lexical qualities of a candidate sum-
mary from the global view, namely global learn-
ing (GL), yet ignore maintaining rational triplet-
relations among document, reference summary,
and candidate summaries, e.g., the candidate
and reference summaries should have a similar
faithfulness degree judging by a source docu-
ment. In this paper, we propose an iterative
autoregressive summarization paradigm - IAR-
Sum, which fuses the learning of triplet rela-
tions into a GL framework and further enhances
summarization performance. Specifically, IAR-
Sum develops a dual-encoder network to enable
the simultaneous input of a document and its
candidate (or reference) summary. On this ba-
sis, it learns to 1) model the relative semantics
defined over tuples (candidate, document) and
(reference, document) respectively and balance
them; 2) reduce lexical differences between
candidate and reference summaries. Further-
more, IARSum iteratively reprocesses a gen-
erated candidate at inference time to ground
higher quality. We conduct extensive exper-
iments on two widely used datasets to test
our method, and IARSum shows the new or
matched state-of-the-art on diverse metrics.

1 Introduction

Abstractive summarization is a classical natural
language generation (NLG) task, which aims to
rewrite a long document into a shorter version, re-
taining only the salient information (Kumar and
Chakkaravarthy, 2023; Xie et al., 2023). In re-
cent years, the advancement of pre-trained lan-
guage models (PLMs) (Lewis et al., 2020; Zhang
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Figure 1: Graphicalization of triplet relations among a
document, the reference summary, and a candidate sum-
mary, where each point of the triangle ASRC presents
source document (S), reference summary (R), and can-
didate summary (C), respectively. Upper right: Tradi-
tional GL methods only consider the edge RC' and deem
it the semantic or lexical gaps between the points R and
C, which they learn to minimize. Lower right: SeqCo
further considers .S and regards each edge as a semantic
gap to be minimized. Left: We extend traditional GL
methods by treating the side edge SR (SC) as a relative
semantics metric, and we highlight the balance of edges
SR and SC.

et al,, 2020a) founded on large-scale corpora
boosted abstractive summarization significantly,
and sequence-to-sequence (Seq2Seq) learning has
shown promising results in almost all scenarios.
It commonly learns an autoregressive PLM with
maximum likelihood estimation (MLE), and the
teacher-forcing algorithm (Goyal et al., 2016) is
together used to ensure training efficiency and sta-
bility. However, such a model predicts each token
in a summary based on the gold pre-context during
training but on its preceding outputs at inference,
causing a training-inference discrepancy - exposure
bias (Bengio et al., 2015; Goodman et al., 2020),
which heavily limits summarization performance.
Since exposure bias happens on the token level,
existing solutions train models to maximize the
global similarity between candidate and reference
summaries, namely global learning (GL). Rein-
forcement and contrastive learning in summariza-
tion are the most used GL technologies. For exam-
ple, in reinforcement learning based GOLD (Pang
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and He, 2021) and RLEF (Roit et al., 2023), a
summarization model is rewarded depending on
the quality of candidate summaries it produces,
with the reference as the standard. Similarly, con-
trastive learning methods (Liu et al., 2022; Xie
et al., 2023; Zhang et al., 2022) compare candidate
summaries with the reference and assign the one
closer to the reference a higher probability, and
vice versa. On the one hand, all these methods
measure candidate-reference similarities without
considering the source document conditions. Fur-
thermore, their measurement stands on only the se-
mantic or lexical aspect rather than comprehensive
perspectives, resulting in biased learning objectives.
SeqCo (Xu et al., 2022) aims to minimize the se-
mantic discrepancies among a source document,
its reference, and candidate summaries. Still, it
is powerless to learn lexical perception and shows
undesirable summarization results.

To address these problems, we highlight rational
relations within the triplet (document, candidate
summary, reference summary) in abstractive sum-
marization. Take the geometrical triplet in Figure 1
for intuitive perception. Traditional GL methods
view the edge RC' as lexical or semantic gaps be-
tween candidate and reference summaries, aiming
to draw points R and close as possible. Similarly,
SeqCo considers from the semantics perspective
and further aims to condense the triangle ASRC'
into a single point (draw all three points S, R, and
C as close as possible). In this work, we base on
the traditional GL assumption and further treat side
edges SR and SC' as relative semantics metrics be-
tween the document and summaries. We propose
to balance the edges SR and SC while minimiz-
ing the edge RC'. Our inspiration is that an ideal
model should generate candidate summaries sim-
ilar to the reference on both semantic and lexical
aspects (Sul and Choi, 2023). In particular, the lim-
itations of GL-based methods, which tend to yield
summaries with unsatisfactory relative semantics,
such as faithfulness and abstractiveness (Dixit et al.,
2023) measured by the source document, can be
effectively fixed by balancing the two side edges
of ASRC.

According to the above insights, we pro-
pose an iterative autoregressive summarization
paradigm (IARSum), which facilitates learning
the mentioned triplet relations with a standard
GL framework to enhance summarization perfor-
mance. Specifically, IARSum generates a summary
through a series of iterations, during which the

model re-inputs and reprocesses the previously gen-
erated summary in each iteration to get improved
versions. This encourages assessing summaries’
quality from a global view and effectively prevents
exposure bias. We build IARSum on a double
encoder-decoder network following Transformer
architecture to fulfill the desired properties. It uses
two serial encoders to encode the document and re-
input summaries, respectively, and uses the second
encoder’s outputs to model summary-document se-
mantics. To learn the JARSum model aware of
triplet relations, we reward the model to get similar
outputs from the second encoder when provided
with candidate and reference summaries as input,
respectively. We also reward the model once a can-
didate achieves higher lexical overlap with the ref-
erence after reprocessing. Furthermore, we adopt
an offline mini-risk training strategy that enforces
the model to maximize the mentioned rewards. In
inference, a trained IARSum model can adaptively
refine the generated summaries in sequential itera-
tions for increased quality.

In summary, we make three-fold contributions.
First, we explore rational relations within the triplet
(source document, reference summary, candidate
summary) in summarization and propose to bal-
ance the relative semantics over tuples (candidate,
document) and (reference, document) while reduc-
ing the lexical differences within (candidate, ref-
erence). Second, we propose IARSum, a novel
summarization paradigm that facilitates learning
our suggested triplet relations with a GL framework
to boost summaries’ quality. Finally, we conduct
extensive experiments on two public datasets to test
our methods. Results show that JARSum matches
or outperforms previous state-of-the-art (SOTA)
approaches in generating high-quality summaries
measured by multiple metrics. Furthermore, we
transfer [ARSum to few-shot settings and show its
superior robustness.

2 Related Work and Background

2.1 Abstractive Summarization

Summarization is always modeled as a Seq2Seq
generation task, creating function f that is condi-
tioned on a source document X to output a target
summary Y':

Y« f(X) )

For the abstractive paradigm, existing approaches
commonly learn an autoregressive language model
with parameter 6 to fit f and approximate the
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conditional probability P(Y'|X) token by token.
Maximum likelihood estimation (MLE) is the
most used learning schema. It aims to maxi-
mize the probability that the model predicts gold
reference, following independent and identically
distributed conditions, i.e., maxgPy(Y|X) =
maxg [['_, Po(y¢|Y<s, X), where I denotes the
length of reference and Y, refers to sub-sequence
{yh Y2, 7yt—1}‘

During training, the teacher-forcing mechanism
(Goyal et al., 2016) is adopted, which conditions
on exact pre-context to predict a target token and
minimizes the following negative log-likelihood
(NLL) loss:

l
Lau(0) ==Y logPo(yulY<r, X)  (2)
t=1

Though this encourages stable MLE learning, such
a trained model depends heavily on accurate predic-
tion. Intuitively, it learns to sample the next token at
timestep ¢ from the distribution P(-|Y-;, X), while
the case at inference is to sample from P(-|Y”,, X),
where Y., denotes the previous generation. This
gap between training and inference is the so-called
exposure bias, causing errors accumulation during
inference, especially once any improper token is
generated in early steps.

2.2 Global Learning

Reinforcement learning (RL) rewards a model with
sequence-level feedback, depending on varying
evaluation metrics. Most works (Tan, 2023; Roit
etal., 2023) are based on on-policy learning (Paulus
et al., 2018), where a model generates a sampled
candidate and a greedily searched candidate during
training. It requires high computational costs and
tends to get stuck in a zero-reward region. As a
result, MLE loss is used as an assistant. Richard
et al. (Pang and He, 2021) proposed an off-policy
learning method that uses reference summary as a
demonstrator. Although it averts zero rewards, the
exploring ability is reduced.

Traditional contrastive learning (CTL) uses pos-
itive and negative sample pairs to train a model
to distinguish real data labels. For example,
CLIFF (Cao and Wang, 2021) builds sample pairs
by the back-translation and improves the faithful-
ness and factuality of the generated summaries.
In recent years, ranking-based learning originated
from the standard CTL and has shown advanced
performance in abstractive summarization. Liu et

al. (Liu and Liu, 2021) first propose a two-stage
framework that trains a RoOBERTa (Liu et al., 2019)
to rank the candidates generated by BART at first.
BRIO (Liu et al., 2022) makes a further optimiza-
tion, trains BART itself as an evaluation tool, and
ranks the conditional probability of candidates.
Later, a lot of improved BRIO variants (Xie et al.,
2023; Zhao et al., 2023; Zhang et al., 2022) were
proposed in succession. Despite performing sur-
prisingly, such methods only focus on maximizing
the candidate-reference similarity without consid-
ering the source document effects. Noting this
point, SeqCo (Xu et al., 2022) contrasts semantics
among source documents, candidates, and refer-
ences. However, SeqCo assumed irrational triplet
relations and suffered unstable optimization caused
by online learning, the main reason for undesirable
performance.

3 Method

In this section, we describe the details of our pro-
posed methods. We introduce the iterative autore-
gressive text generation paradigm in Section 3.1,
describe the IARSum model architecture in Sec-
tion 3.2, and illustrate the offline global learning
strategy in Section 3.3.

3.1 Iterative Autoregressive Generation

The standard autoregressive (AR) text generation
illustrated in Figure 2 (a) is widely known as a
unidirectional process, where a text is generated
sequentially token by token. The major limitation
is that each token is predicted depending on its pre-
context. As a result, a wrongly generated token
may mislead the later content and make the gen-
erated text entirely deviate from the target due to
error accumulation. Calibrating the predicted token
distributions on a global view (global learning) is
effective in addressing this problem. However, it
is hard to involve the source document conditions,
i.e., the semantic relations between the document
and summaries, in calibration. We propose an iter-
ative autoregressive generation paradigm (IAR) to
break these limitations.

As demonstrated in Figure 2, IAR models the
generation of target text in the Seq2Seq task as
a text-level Markov Chain, where the state transi-
tions from a draft to more refined results. Taking
abstractive summarization as an example, at the
i-th iteration, IARSum samples a candidate sum-
mary Y?~! from the previous iteration’s outputs,
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Figure 2: Comparison of different learning paradigms. (a) MLE trains a model to minimize token-level loss. (b)
Traditional global learning trains a model to minimize global-level loss defined over the candidate and reference
summaries. (c¢) Our method trains a model to minimize global-level loss defined over the triplet built upon a
document, candidate summary, and reference summary.

estimates its quality, and produces a new one Y.
This process repeats until the maximum number of
iterations N is reached, which formally presents
as:

PY|X)=P [Y°X)P (YY"’ X)
N
=P (Yx)[[P (v, X)
=1

3)

where YO ~ P(|X), Y ~ P(-|X,Y"1), and
YN =Y.

3.2 Model Architecture

We implement IARSum with a Transformer-based
encoder-decoder model shown in Figure 3. It has
two encoders with bidirectional attention and one
decoder with unidirectional attention. To speed
up convergence, we start our model with a single-
encoder Transformer with pre-trained parameters
0 and share initial parameters between the two en-
coders.

The architecture of IARSum is very similar to
GSum (Dou et al., 2021). However, encoders of
GSum are independent and connect to the decoder
orderly by cross-attention layers (i.e., parallel en-
coders). IARSum instead adapts serial encoders,
where the second encoder relies on the output of the
first to feature the input content, similar to a Trans-
former decoder without a sequence mask. Besides,
GSum uses the second encoder to encode guidance
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words, while IARSum’s second encoder is used to
encode the candidate summary. Mathematically,
IARSum models the following token distributions
during the first and later iterations, respectively:

0
<t

Py (y/|X) = o(De(E5(X),y

1
0
Po(yi|Y' ™, X) = o(Do(Ej(Es

)

, @
(X),Y"™),y%))

where Eé, E92 are the first and second encoders,
and Dy is the decoder. o(-) is softmax function.

3.3 Learning Objective

According to our intention proposing IAR in Sec-
tion 3.1, we learn an JARSum model for mainly
two objectives. One is to maximize the lexical
similarity between candidate and reference sum-
maries, and the other one involves matching the
relative semantics of candidates with that of the ref-
erence, taking the document as the standard. Both
objectives can be attended within a multi-rewards
learning framework.

Semantics Rewards. The recent study (Dreyer
et al., 2023) pointed out that a summary should be
logically entailed in the source document to ensure
faithfulness. On the other hand, researchers also ob-
served that humans write summaries with hallucina-
tory words to keep abstractiveness (Maynez et al.,
2020) despite contradicting summary-document en-
tailment. Note that faithfulness and abstractiveness
are perceived on the source document basis. To



bypass their contradictions, we uniformly refer to
such perceptions as relative semantics and model
them with a neural function S(-, ). Intuitively, an
ideal candidate summary should be at a similar
level of relative semantics compared with the ref-
erence, and their differences in this attribute are
quantitatively observed:

My(X,Y,Y") = (S(X,Y),S(X,Y")) (5

where (-,-) is a distance function, such as Eu-
clidean distance. Furthermore, we will reward the
model according to the gain of semantics rewards
between two adjacent iterations:

R(Y' Y™ = M(X,Y,Y))—~M,(X,Y, Y1)

(6)
Lexical Rewards. From the lexical view, we en-
courage a candidate, after reprocessing, to contain
more tokens overlapped with the reference. To this
end, we reward the model using the lexical rewards:

Ryt - Y= {\fm}) N,

where {-} denotes a token set and | - | means the set
size.

Learning Objective. Finally, we mix the two types
of rewards with a balance coefficient £ € (0, 1):

R(Y") = R, (Y, Y™ ) + (1 - R(Y",Y'™)

(®)
and the overall learning objective for [ARSum is
unified to maximize the following expected re-
wards:

)

N
ZInea.XEyiNPG(_lyi—l’X)[R(Yz,Yl_l)]. (9)
i=1

3.4 Training

As we learn JARSum to maximize the expected
rewards, the infinite sampling space makes the ex-
pectation in Eq.9 untraceable. Predominant studies
commonly use the Monte Carlo approach to ad-
dress this problem, which approximates the real
distribution with empirical samples. We follow this
idea and adopt a minimum-risk training (Shen et al.,
2016) strategy. At each iteration ¢, we sample k
candidates Y(il), - ,Y&) from Py(-]Y*"1, X) us-
ing beam-search (Vijayakumar et al., 2016), and
the model is trained to minimize an expected risk
loss:

k . P@(YZ |Yi_laX)
ﬁer(e) = - ZR(Y(@)) k 0 P i1

t=1 Zt:l PO(Y(t)|Y 7X)
(10)
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Figure 3: IARSum model’s dual-encoder architecture.

Semantic Relation Modeling. Another challenge
we encounter is the implementation of function
S. Given a document-summary pair (X,Y), we
average the output of the IARSum second encoder
to feature their semantic relations:

S(X,Y;0) = MeanPool(E3(E}(X),Y))

(11
This approach is parameter-efficient. However,
dynamically learned parameters 6 cause the ob-
servation of S to vary sharply as training pro-
gresses. Drawing from (Zhang et al., 2022) lessons,
we introduce momentum-based parameterization
to remove this risk. Concretely, we build (-
parameterized S(-, -; (), which is initialized by 6
and updated with the moving average:

C+pC+(1—p)b (12)

where p is a momentum coefficient to coordinate
the synchronization rate of two types of parameters.
Based on this, Eq.5 is reformulated as:

MS(X’ Y, Yl) = _”S(Xu Y C) - S(X7 Yz; C)H

(13)
Offline Learning. We use offline samples during
training to save the computational costs of gener-
ating candidates. A pre-trained model is first fine-
tuned with MLE and proceeds to generate k candi-
date summaries for every document in the training
set. Each candidate, coupled with the source docu-
ment, forms a { X, Y*~!} pair used for the model
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training. Note that the generated candidates share
varying semantic and lexical qualities, and the ones
closer to the reference standard simulate the drafts
that have been reprocessed more times. This nature
facilitates the training to focus on only one iter-
ation without considering the multi-turn rewards.
Moreover, training the model to maximize expected
rewards alone is unguaranteed to generate fluent
language. Following (Liu et al., 2022; Zhao et al.,
2023), we add a regularization term in Eq.9, and
the overall loss function is then:

5(0) - £nll(9> + )‘Ee'r(e) (14)

4 Experiments

4.1 Datasets

Two public open-domain datasets are used to eval-
uate our method. CNN/DM (Hermann et al., 2015;
Nallapati et al., 2016) is a well-known news sum-
marization dataset with the associated highlights
as summaries. XSum (Narayan et al., 2018) is
an extremely abstractive dataset also in the news
domain that contains a one-sentence summary for
each article from BBC.

4.2 Comparison Methods

BART (Lewis et al., 2020) is a pre-trained Trans-
former model with a denoising objective widely
used for abstractive summarization. PEGA-
SUS (Zhang et al., 2020a) is another widely used
pre-trained model with gap sentence generation
and masked language modeling pre-training ob-
jectives. GSum (Dou et al., 2021) is an abstrac-
tive summarization model guided by extraction re-
sults with an identical double-encoder architecture
as ours. GOLD (Pang and He, 2021) is an off-
policy reinforcement learning method using the
reference summary as a demonstrator. SeqCo (Xu
et al., 2022) is a contrastive learning method that
enforces the semantic similarity between reference
and candidate. BRIO (Liu et al., 2022) is a con-
trastive learning method that assigns probability
mass to candidate summaries according to their
quality. SimMCS (Xie et al., 2023) is a multi-level
contrastive learning method improved from BRIO
and achieved state-of-the-art on both CNN/DM and
XSum. SLiC (Zhao et al., 2023) is essentially a
variant of BRIO, calibrating PEGASUS with types
of contrastive losses. MoCa (Zhang et al., 2022) is
improved from BRIO, introducing online candidate
sampling.

Table 1: Automatic evaluation results on CNN/DM test
set. t: results from our reproduction. The best results
are in bold. The previous best results are highlighted
with underline. R-1/2/L: ROUGE-1/2/L F1 scores. BS:
BERTScore. BaS: BARTScore-F.

Model | R-1 R-2 R-L BS BaS
BART 4416 2128 4090  87.95 391
PEGASUS | 44.17 2147 41.11 85077  -3.80"
GSum 4594 2232 4248 - -
GOLD 4540 2201 4225
SeqCo 45.02 2180 41.75 - -
BRIO 4778 2355 4457  89.147 3621
SimMCS | 48.16  24.08 4465 8920  -3.58
SLiC 47.97 24.18  44.88 - -
MoCa 4888 2494 4576
IARSum | 4896 2514 4593 8932  -3.25

Table 2: Automatic evaluation results on XSum test set.

Model | R-1 R-2 R-L BS BaS
BART 4514 2227 3725 89.637  -3.64f
PEGASUS | 4721 2456 3925  89.68 3.89
GSum 4540 2189  36.67 - -
GOLD 4585 2258  37.65 -
SeqCo 4565 2241  37.04 - -
BRIO 4907 2559 4040 89.107  -3.79%
SimMCS | 4939 2573 4049  90.23 3.77
SLiC 4977 27.09  42.08 - -
MoCa 4932 2591 4147 -
IARSum | 49.42 2720 4250 9213 -3.61

4.3 Implementation Details

In the following experiments, we use BART as the
backbone and start our model from the public fine-
tuned versions bart—large—cnnl (on CNN/DM) or
bart-large-xsum? (on XSum). As for hyperparam-
eters, we set & = 0.5, u = 0.5, and A = 100. We
train our model on 4 NVIDIA RTX 4090 GPUs for
100K steps with a batch size of 16. The AdamW op-
timizer (Loshchilov and Hutter, 2019) with a noam
learning rate schedule is used. The initial learning
rate [r is 2e-3, and its value is updated following
Ir* = Ir - min(S7%%, 8 x W~19), where W de-
notes the warmup steps, is set to 3,000, and S accu-
mulates the current number of learning rate updates.
The beam width k held for beam search decoding
(Vijayakumar et al., 2016) is set to 16. The default
number of iterations [V is set to 3. Following con-
ventions, we use ROUGE-F; scores (Lin, 2004)
to evaluate the lexical overlap between the model-
generated summary and the reference. Also, we use
BERTScore (Zhang et al., 2020b) and BARTScore-
F (Yuan et al., 2021) to evaluate their semantic
similarity.

'https://huggingface.co/facebook/bart-large-cnn
Zhttps://huggingface.co/facebook/bart-large-xsum
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Table 3: Ablation study results on CNN/DM. ¢: the num-
ber of revision iterations. Dist.: Levenshtein distance.
w/o: without.

Model | Iteration | R-1 R-2 R-L Dist.
i=1 46.19 22.27 43.69 0.60

i=2 47.69 23.92 44.68 0.03

TARSum i=3 48.96 25.14 4593 0.01
i=4 48.71 24.12 44.89 0.01

i=5 48.74 24.12 4491 0.01

i=1 44.16 21.28 40.90 0.62

i=2 45.28 22.63 40.96 0.59

-W/o Ler i=3 44.68 21.32 40.57 0.58
i=4 44.30 22.38 41.34 0.59

i=5 44.78 21.06 40.00 0.59

4.4 Main Results

We have the following observations from the auto-
matic evaluation results in Table 1 and Table 2. 1)
IARSum outperforms the backbone models by a
large margin on both datasets, revealing the superi-
ority of our learning scheme over the traditional su-
pervised fine-tuning after pre-training. 2) IARSum
also shows superiorities over the similar double-
encoder Transformer - GSum. On the one hand,
GSum needs an additional system to predict guid-
ance signals. Besides, it suffers a severe training-
inference discrepancy beyond exposure bias as the
quality of guidance in training differs from in in-
ference. In contrast, our IARSum requires no ad-
ditional systems, and the model behaves identi-
cally during both training and inference. 3) Taking
ROUGE as the measurement, IJARSum achieves
new SOTA on CNN/DM and matches the currently
best performance on XSum. Moreover, IARSum
demonstrates the best BERTScore and BARTScore
on both datasets. We note that BRIO, SLiC, and
our JARSum employ a similar training schema,
which can be consolidated as the formulation in
Eq. 14. IARSum stands out from the other two by
emphasizing effective reprocessings after one-time
summarization, which is the main reason for its
superior performance.

4.5 Ablation Study

Our IARSum optimizes the backbone models
mainly with global learning and iterative autore-
gressive generation. We conduct ablation studies
to validate the effectiveness of these two strategies
and list the experimental results in Table 3.

The Effectiveness of Global Learning. Note
that IARSum;—; -w/o L., represents a variant of
our method that lacks the global learning proce-
dure and involves no reprocesses after generating
a draft summary (i.e., the backbone model trained

with MLE). In contrast, IARSum;_; means our
method drops further iterations once it has gener-
ated a summary. IARSum;—; performs better when
trained with £.,. We attribute the reason to the
effectiveness of global learning in reducing expo-
sure bias. Also, once giving up further iterations,
our method only differs from RL-based GOLD and
CTL-based BRIO regarding global learning objec-
tives. JARSum;—; show better ROUGE scores than
the two counterparts, indicating that learning with
our defined triplet relations effectively enhances
the current learning schema in abstractive summa-
rization.

The Effectiveness of Iterations. To explore the
effectiveness of the IAR generation paradigm, we
adopt the normalized Levenshtein distance (Lev-
enshtein et al., 1966) as an additional metric apart
from ROUGE scores:

Dist(Y,Y")

Distance(Y, Yy
=% Z ) as)

max([Y], [Y*]) °

where Distance(-, -) denotes Levenshtein distance.
Twofold insights can be drawn from Table 3.
Firstly, we see from the lower part of the Table
that the IAR with more iterations is useless with-
out global learning. Secondly, the iterations per-
formed in [ARSum are only effective within a lim-
ited number of times. According to the Levenshtein
distance, the impacts of iterations are hard to dis-
tinguish more than three times, and the generated
summaries’ quality even worsens. However, from
another aspect, this finding also indicates that our
method has a determined direction of good sum-
maries within finite steps.

4.6 Case Study

To intuitively assess the quality of the TARSum gen-
erated summaries, we sample two cases from the
CNN/DM test set and compare different systems’
output in Table 4. The typical pattern of exposure
bias can be found in the summaries generated by
BART, i.e., if the model generates inappropriate
content at the initial phase, this tends to cause a
deviation of the subsequent information to ensure
the coherence of a whole text. During each iter-
ation, JARSum encodes the previously generated
summary with bidirectional attention. This allows
the model to modify potentially inappropriate to-
kens after understanding an entire summary and
comparing it with the source document. We find
in Table 4 that this mechanism also contributes to
reducing hallucinatory facts. Moreover, benefiting
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Table 4: Case study on CNN/DM. Content in blue is unfaithful or irrelevant to the reference. The draft is produced
by IARSum;—¢, and we use red to mark the keywords (vs. the source document) it omits. After being reprocessed,
the factuality and abstractiveness of the draft are improved.

System Summary
Case 1
Reference RBS has racked up £50billion in losses since it was bailed out by taxpayers. State-back giant warned that it faces "another tough year’ to
come. Lurched to a £446million loss for the first three months of the year.
state-backed giant lurched to a £446million loss for the first three months of the year. Comes after RBS was forced to put aside
BART £856million to cover lawsuits and fines still being decided. It includes an extra £334million for its part in rigging the foreign exchange
market with other banks.
RBS has racked up £50billion in losses since it was bailed out by taxpayers. The state-backed giant lurched to a £446million loss for the
IARSum;—; first three months of the year. It warned that it faces another "tough year’ in a statement last night. The bank was forced to put aside
£856million to cover lawsuits and fines.
IARSum, Since receiving a bailout from taxpayers, RBS has racked up £50 billion in losses. The state-backed giant has issued a warning, stating
i=2 that it anticipates facing another tough year. It reported a loss of £446 million for the first quarter of this year.
Case 2
Reference Hungarian national Evelin Mezei, 12, has been found safe and well. She had gone missing from the Stratford area in London last night.
Evelin had been seen on CCTV footage with an unknown man.
BART Evelin Mezei, a 12-year-old Hungarian national, was spotted with the man at around 10.30pm yesterday. She was last seen by her mother
in East London, Scotland Yard said. But the youngster, who came to the UK six months ago, was traced this morning.
IARSum, Evelin Mezei, 12, went missing in Stratford, London, last night. She was seen on CCTV footage with an unknown man on a city street.
i=1 The Hungarian national was found safe and well this morning. Her mother was last seen with the man’s mother.
IARSum,;_» Evelin Mezei, a 12-year-old Hungarian girl who went missing from the Stratford area in London last night, has been found safe and well.
i=

CCTYV footage showed Evelin with an unknown man before her disappearance.

from our proposed lexical reward, the model can
generate novel tokens absent in the previous sum-
mary during reprocessing. It helps to improve the
abstractiveness of the generated summary, which
is emphasized in abstractive summarization. We’ll
further discuss this point in section 5.

CNN/DM XSum
100 100
model model
m— PEGASUS
= Ours = Ours
= Refer - Refer

B
. -II . I . .I I

1-gram 2-gram 3-gram 4-gram 1-gram 2-gram 3-gram 4-gram
Novel n-grarms Novel n-grams

= BART

80

Percentage (%)
Percentage (%)

Figure 4: Novel n-grams on CNN/DM (left) and XSum
(right) datasets.

5 More Analyses

Abstractiveness. In our learning framework, we
measure the increment of novel words using lexis
rewards R;. The case study approves the effective-
ness of this strategy from a textual aspect. Here, we
further understand the abstractiveness of [ARSum-
generated summaries through a quantitative analy-
sis. According to previous works (Xie et al., 2023)
and (Liu et al., 2022), we rate the percentage of
novel n-grams that appear in the generated sum-
mary but not in the source document in Figure 4.

Few-shot Comparison on CNN/DM

—8— BART
—e— GOLD
—8— SeGRe

39
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Figure 5: Few-shot performance comparison. ROUGE-
Avg (the average of R-1, R-2, and R-L F; scores) scores
are reported.

We find that our IJARSum can generate more novel
n-grams than the baseline and reference, regard-
less of whether on moderately or extremely ab-
stractive summarizations. Recalling the automatic
evaluation and case study results, we assert that
the summaries generated by IARSum closely re-
semble human written summaries in terms of both
abstractiveness and semantic aspects.

Few-shot Performance. Based on the findings
in our ablation study, we consider that the IAR gen-
eration mechanism introduced in IARSum makes
the model more sensitive to the candidate’s qual-
ity and can improve flawed candidates within a
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finite number of iterations. Therefore, we conduct
experiments in few-shot settings to confirm our as-
sumptions. Following previous studies, we train
IARSum on CNN/DM by varying the number of
training samples from 10 to 10,000 and compare
TARSum with the baseline BART and the RL-based
GOLD to make the results convincing. According
to Figure 5a, IARSum shows a remarkable few-
shot learning ability. JARSum goes ahead more
over the baseline as the training samples increase.

6 Conclusion

In this paper, we focus on improving the existing
approaches that alleviate exposure bias suffered in
abstractive summarization. Specifically, we intro-
duce a novel iterative autoregressive summarization
paradigm, IARSum. It models the generation of
an abstract summary as a series of transitions of
intermediate results, ranging from coarse to refined
quality. TARSum also enables learning rational
relations among a document, the reference sum-
mary, and candidate summaries under a standard
GL framework. Extensive comparison experiments
revealed the effectiveness and advancement of our
method.
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A Limitations

Although we pioneer present an iterative autore-
gressive summarization (IAR) mechanism, which
suffers little prior bias since it relies on no metrics
to measure document-summary semantic or lexical
similarity, performing IAR requires a dual-encoder
Transformer architecture. This setting is intuitively
incompatible with nowadays decoder-only large
pretrained Transformer models. On the one hand,
this work confirmed the effectiveness of using the
IAR mechanism to improve abstractive summariza-
tion, also, it left further work for us to adapt the
mechanism for large language models.

B More Analyses

B.1 Varying the Beam Width.

Note that the global learning objective of IAR-
Sum is to maximize the expected rewards calcu-
lated over the candidate summaries sampled from
Py(-]Y*~1, X). There is a gap between the learning
objective and our training implementation. During
training, we are inspired by the Monte Carlo (MC)
algorithm and use k& candidates to represent the in-
finite searching space. Intuitively, a larger beam
width (k) used in beam search is more adequate
to approximate the expected distribution and, in
turn, better summarization performance. To vali-
date this assumption, we train our model on both
datasets and use different beam widths of 4, 8, 16,
32, and 64 to sample candidates. Figure 6 displays
the ROUGE-Avg score of each resulting version.
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Figure 6: The performance of the IJARSum trained with
varying numbers of sampled candidates. ROUGE-Avg
(the average of R-1, R-2, and R-L F; scores) scores are
reported.
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Figure 7: The performance of TARSum with increasing
A on CNN/DM and XSum.

Unsurprisingly, increasing the beam width can in-
deed boost the model’s performance. However, the
ROUGE score improvement reduces once the &
is over 16. We set k to 16 to save computational
costs.

B.2 The Decide of )\ Value.

To find an optimal weight coefficient \ that in-
tegrates the global learning objective into the
token-level MLE, we perform a grid search in
{0.1,1,10,100,200}. The search process is vi-
sualized in Figure 7. Notably, the performance
of IARSum with varying A shows a similar trend
on both datasets. It is observed that a too-small
weight suppresses global learning efficacy. On the
contrary, once A reaches the magnitude above one
hundred, varying its value makes inconspicuous ef-
fects. We finally set A to 100 without distinguishing
datasets.
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