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Abstract

Research in artificial intelligence has witnessed
the surge of large language models (LLMs)
demonstrating improved performance in var-
ious natural language processing tasks. This
has sparked significant discussions about the
extent to which large language models emu-
late human linguistic cognition and usage. This
study delves into the representation of gram-
matical well-formedness in LLMs, which is a
critical aspect of linguistic knowledge. In three
preregistered experiments, we collected gram-
maticality judgment data for over 2400 English
sentences with varying structures from Chat-
GPT and Vicuna, comparing them with human
judgment data. The results reveal substantial
alignment in the assessment of grammatical cor-
rectness between LLMs and human judgments,
albeit with LLMs often showing more conser-
vative judgments for grammatical correctness
or incorrectness.

1 Introduction

The rise of LLMs has been extraordinary, demon-
strating proficiency across numerous linguistic
tasks such as resolving ambiguities (Ortega-Martin
et al., 2023), addressing queries (Brown et al.,
2020), and facilitating multilingual translation (Jiao
et al.,, 2023). Despite not being initially pro-
grammed with a human-like hierarchical syntax
structure, these models have managed to identify
complex syntactic patterns and generate sophisti-
cated syntactic interpretations (Wilcox et al., 2022;
Van Schijndel and Linzen, 2018; Futrell et al.,
2019). However, the critical question remains:
Do LLMs truly mirror human linguistic cognition?
Prominent figures such as Chomsky et al. (2023) ar-
gue that LLMs and humans process and understand
language differently, while others like Piantadosi
(2023) suggest that LLMs might indeed reflect gen-
uine human linguistic processes.

Recent empirical research has become key to this
debate. Innovative experiments by Binz and Schulz

(2023) subjected GPT-3 to a battery of psychologi-
cal tests originally crafted to understand facets of
human thought processes, ranging from decision-
making matrices to reasoning pathways. The out-
comes were intriguing, with GPT-3 not just mirror-
ing but at times outperforming human benchmarks
in specific scenarios. Similarly, Kosinski (2023)
assessed the capacity of LLMs to understand and
respond to false-belief scenarios, which are uti-
lized to gauge human empathy and comprehension.
Here, the responses from ChatGPT echoed the pat-
terns seen in school-going children, though sub-
sequent research from Brunet-Gouet et al. (2023)
voiced concerns about the consistency of such re-
sponses. Further, Cai et al. (2023) subjected Chat-
GPT to a range of psycholinguistic tests, revealing
significant alignment in language use between the
model and humans, although differences such as
in word length preference were observed (e.g., Ma-
howald et al. (2013)). Qiu et al. (2023) assessed
ChatGPT’s ability to compute pragmatic implica-
tures and found that ChatGPT did not demonstrate
human-like flexibility in switching between prag-
matic and semantic processing. Additionally, Chat-
GPT did not exhibit the effect of communicative
context on the rates of computing scalar implica-
tures, which is a well-established effect for human
participants.

When examining LLM-human similarities, it’s
crucial to assess the extent to which LLMs’ repre-
sentations of linguistic knowledge align with those
of humans. Contemporary linguistic theories often
distinguish between the inherent mental systems
that enable language comprehension and produc-
tion and the actual use of language—illustrated by
distinctions like “Langue vs. Parole” from Saus-
sure (1916) and “Competence vs Performance” by
Chomsky (1965). Grammaticality judgement is a
central method to assess linguistic representation
competence. Chomsky (1986) highlighted that evi-
dence for linguistic theorizing largely depends on
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“the judgements of native speakers”. While there
are other sources of evidence like speech corpus
or acquisition sequences (Devitt, 2006), formal lin-
guists typically favor native speakers’ grammati-
cality intuitions. The prevailing assumption is that
our language knowledge comprises abstract rules
and principles forming intuitions about sentence
well-formedness (Graves et al., 1973; Chomsky,
1980; Fodor, 1981).

Our study focuses on the representation of gram-
matical well-formedness in LLMs. Recent research
on the grammatical capabilities of language mod-
els has primarily focused on binary grammatical-
ity judgments using minimally different sentence
pairs. Marvin and Linzen (2018) evaluated vari-
ous language models on syntactic phenomena and
found that while models handle local dependen-
cies well, they struggle with non-local dependen-
cies. Similarly, Warstadt et al. (2019) introduced
the Corpus of Linguistic Acceptability (CoLA) to
test neural network models on binary acceptabil-
ity judgments, revealing that these models still fall
short of human performance on complex syntac-
tic structures. Dentella and et al. (2023) further
examined GPT-3’s performance on less frequent
grammatical constructions, highlighting its limita-
tions in understanding underlying meanings. While
these studies have provided valuable insights into
the grammatical abilities of language models, they
primarily relied on binary judgment tasks and fo-
cused on specific syntactic phenomena. In contrast,
our preregistered study (https://osf.i0/75dtk)
adopts a more comprehensive approach by incor-
porating both binary and graded naturalness judg-
ments, allowing for a finer-grained analysis of lan-
guage model performance. We collected gram-
maticality judgment data for over 2400 English
sentences from ChatGPT and Vicuna, comparing
them with human judgment data. Our findings indi-
cate substantial agreement between ChatGPT and
humans regarding grammatical intuition, although
noticeable differences were also observed.

2 Experiment 1

In this experiment, we presented ChatGPT and
Vicuna with English sentences of varying gram-
maticality and asked them to judge the sentences
as either natural or unnatural. We compared the
LLMs’ judgement data with human judgement data,
examining the similarities and differences in their
knowledge of sentence grammaticality.

2.1 Method

We did not recruit human participants ourselves; in-
stead, in all experiments reported in this paper, we
utilized datasets from Lau et al. (2017) which were
made publicly available. In their study, human par-
ticipants recruited from Amazon Mechanical Turk
performed a series of judgement tasks, including
the grammaticality judgement of English sentences.
We adopted their data from three judgement tasks
as a proxy for humans’ grammatical knowledge
and later compared the human data with the LLM
data that we gathered.

The stimuli used for the judgement tasks were
adopted from the experimental materials in Lau et
al., which consisted of English sentences of graded
grammaticality. These sentences were created fol-
lowing an automated procedure in which texts from
the British National Corpus were selected and trans-
lated into four different languages: Norwegian,
Spanish, Chinese, and Japanese. The sentences
were then translated back to English, resulting in
2500 English sentences of various degrees of gram-
maticality. According to Lau and colleagues, this
automated procedure created a ranked distribution
of relative grammatical well-formedness in English,
with Norwegian texts yielding the best results and
Japanese texts yielding the most distorted versions
(Lau et al., 2014). Table 1 provides a breakdown of
the languages from which experimental sentences
were derived.

Language Counts
English 500
Spanish 491
Japanese 500
Norwegian 480
Chinese 498

Table 1: The number of stimuli derived from each lan-
guage in Exp 1&2.

A set of five related sentences used in the experi-
ment is shown in Table 2. Note that there were 31
duplicated stimuli in Lau et al. due to some trans-
lated sentences being identical across languages.
Consequently, we only included the 2469 distinct
sentences as our experimental items.

Our data collection followed a “one trial per run’
procedure where each interaction with the LLMs
contained only a singular experimental trial. Unlike
the procedure in Lau et al., where each participant

’
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Language Text

English
Norwegian
Spanish
Chinese
Japanese

This essential motion cannot take place except in a liquid medium.

This required movement cannot take place except in a liquid medium.
This fundamental movement cannot take place except in a liquid medium.
The necessary motion in addition to the liquid medium does not occur.
This exercise is essential cannot take place except for the liquid medium.

Table 2: A set of related stimuli adopted from Lau et al. (2014). The original English sentence was translated into
four languages specified in the “Language” column, and then the translated version was translated back to English,

resulting in corresponding sentences in the “Text” column.

was given a multi-item survey, our “one trial per
run” method minimized potential biases stemming
from preceding trials on the current judgment. This
approach also circumvented an issue observed in
prior projects where LLMs would occasionally lose
track of the instructions midway through. Addition-
ally, the shorter sessions characteristic of the “one
trial per run” design were less vulnerable to poten-
tial server or connectivity problems.

Judgement data from ChatGPT (gpt-3.5-turbo-
0613) and Vicuna (vicuna 13b 1.1) were collected
separately using the R package MacBehaviour
(Duan et al., 2024). In each trial, we presented
ChatGPT or Vicuna with an English sentence from
our inventory of stimuli and prompted the model
to judge whether the sentence was natural or un-
natural. The sentences to be judged were the 2469
distinct experimental items from Lau et al. (2014,
2017). Each sentence was randomly selected fol-
lowing the one trial per run procedure, and we
conducted 50 runs for each experimental item. A
detailed description of the data collection pipeline
is available in the project’s preregistration report on
the OSF website (https://osf.io/75dtk). Fol-
lowing Lau et al. (2014, 2017), LLMs’ responses
were coded as integer scores, with “1” standing for
“unnatural” and “4” for “natural”. We combined
human judgement data with ChatGPT and Vicuna
data and performed two sets of analyses to examine
the degree of similarity between human and LLMs’
judgements. First, we conducted correlational anal-
yses to examine whether sentences judged as gram-
matical by humans are more likely to be judged as
grammatical by LLMs and vice versa. To do this,
we calculated the mean rating score of each sen-
tence stimulus for humans, ChatGPT, and Vicuna,
and then computed the correlation coefficients be-
tween ChatGPT and humans as well as between
Vicuna and humans.

To examine how human and LLMs’ ratings were

influenced by the grammaticality of the stimuli, we
recoded the “natural” and “unnatural” response as
“1” and “0” respectively and constructed a Bayesian
mixed-effects logistic regression model using the
R package brm (Biirkner, 2017) with default priors.
We treated the logit of the “natural” response as
a function of participant type (human vs. Chat-
GPT vs. Vicuna) and the language from which the
stimuli sentences were derived (English vs. Nor-
wegian vs. Spanish vs. Chinese vs. Japanese). The
predictors were dummy-coded, with the human
data in the English condition being the reference
level. Random effects structures were constructed,
including item intercepts and slopes:

Logit of “natural” response ~
1 + participant x language

+(1 + participant x language | item)

2.2 Results

The correlation between human and LLM judge-
ments of sentence naturalness is shown in Figure
1. There was a significant correlation between hu-
man and ChatGPT judgement (r = 0.83, 95% CI
=10.82, 0.84], p < 0.01), indicating that sentences
judged as natural by humans tended to be judged
as natural by ChatGPT as well and vice versa. A
significant correlation was also found between hu-
man and Vicuna judgement (r = 0.66, 95% CI
= [0.63, 0.68], p < 0.01). According to Cohen
(2013), a correlation coefficient of 0.5 or larger
represents a strong correlation. A strong and sig-
nificant correlation between humans and LLMs in
their naturalness judgement suggested a consider-
able extent of shared grammatical knowledge. We
also noticed that the ChatGPT-human correlation
was stronger than the Vicuna-human correlation, as
evidenced by their respective 95% confidence in-
tervals (95% CI = [0.82, 0.84] vs. 95% CI = [0.63,
0.68]).
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Figure 1: Correlation of naturalness judgement between
humans and LLMs in Exp.1. Each point represents the
mean rating score of a sentence. Top panel: human vs.
ChatGPT. Bottom panel: human vs. Vicuna.

The mixed-effects model, on the other hand,
revealed noticeable variations in the naturalness
judgement across participant types and the lan-
guages from which the stimuli sentences were de-
rived. The baseline for comparison was the human
participants’ judgement of the original English sen-
tences. Compared with human participants, Chat-
GPT was more likely to judge the original English
sentences as natural (3 = 0.39, 95% CI = [0.19,
0.58]), while Vicuna was less likely to judge the
original English sentences as natural (5 = —0.32,
95% CI = [-0.47, -0.18]). For human participants,
the probability of a “natural” response decreased
for sentences derived from languages other than
English, as seen from the negative slopes in the lan-
guage conditions other than English (8 = —1.81
for Spanish; 5 = —3.69 for Japanese; § = —1.55
for Norwegian; § = —3.06 for Chinese). Notice-
ably, this decrease was more dramatic for ChatGPT
but reversed for Vicuna. As shown in Figure 2,
sentences derived from other languages were rated
higher by Vicuna than by human participants.

2.3 Discussion

In this experiment, we investigated the extent to
which LLMs share grammatical knowledge with
human beings by replicating the binary judgement

participant
. chatgpt
B roman
B viowa

mean_rating
o

Condmon

Figure 2: Comparison of mean rating scores across
participant types and language conditions in Expl. An
error bar represents the 95% confidence interval of the
mean calculated using bootstrapping methods.

task from Lau et al. (2014, 2017), using ChatGPT
and Vicuna as participants. We found strong corre-
lations between human and LLLM naturalness judge-
ments, with sentences judged to be more natural by
human participants generally being judged more
natural by LLMs, and vice versa. Adopting the
perspective that naturalness judgement is a proxy
grammatical knowledge (Lau et al., 2014, 2017),
we interpreted this strong correlation as evidence
of LLMs and humans sharing a considerable range
of knowledge in sentence grammaticality. Though
both LLMs’ judgements correlated highly with hu-
man judgements, the correlation between ChatGPT
and humans was stronger than that between Vicuna
and humans.

The major difference between human and LLMs
lies in their tolerance towards ungrammatical sen-
tences. Compared with human participants, Chat-
GPT was less tolerant of ungrammaticality, as
it gave much lower ratings to sentences auto-
translated from languages other than English. On
the other hand, Vicuna offered a much higher rat-
ings to those less grammatical sentences than hu-
man participants did. This suggests a degree of
heterogeneity among current LL.Ms in that a gen-
eral label of large language model does not provide
detailed information on an individual model’s per-
formance in language tasks.

One limitation for this current research design
is the response type. The stimuli were created fol-
lowing the procedure that aimed towards a graded
profile of sentence grammaticality; however, partic-
ipants were required to provide binary judgements
on the naturalness of the sentences. It is possible
that the binary nature of the response type may not
be optimal for judging graded grammaticality. We

192



address this limitation in the second experiment by
changing the response type from binary to a ranked
measure.

3 Experiment 2

Our second experiment replicated the four-category
grammaticality judgement in Lau et al. (2014,
2017) with ChatGPT and Vicuna as the partici-
pants. We then compared human performance with
that of the LLMs.

3.1 Method

We used the same experimental stimuli as in the
first experiment but followed a similar procedure
with an important modification: instead of ask-
ing LL.Ms to judge whether a given sentence is
natural or unnatural, we instructed them to judge
if the sentence is extremely unnatural, somewhat
unnatural, somewhat natural, or extremely natu-
ral. By employing a four-point Likert scale as
the response type, we believe that participants’
judgement should be more sensitive to the graded
nature of the stimuli. A detailed description of
the experimental procedure is available from the
project’s preregistration report on the OSF website
(https://osf.io/75dtk).

We combined LL.Ms’ and human participants’
judgements for statistical analysis in which the four-
point responses were numerically represented us-
ing numbers from one to four. Following the same
rationale as the first experiment, we conducted two
sets of analyses to compare the grammatical knowl-
edge between humans and LLMs. First, we con-
ducted correlational analyses following the same
steps as in Experiment 1. Second, we constructed
a Bayesian mixed-effects model that treated the
naturalness ratings as a function of participant type
(human vs. ChatGPT vs. Vicuna) and the language
from which the stimuli sentences were derived (En-
glish vs. Norwegian vs. Spanish vs. Chinese vs.
Japanese). The predictors were dummy coded with
the human data in the English condition serving as
the reference level. Random effects structures were
constructed, including item intercepts and slopes:

judgment ~ 1 + participant x language
+ (1 + participant x language | item)

3.2 Results

There is a significant correlation between human
and ChatGPT’s judgement (r = 0.84, 95% CI =
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Figure 3: Correlation of naturalness ratings between
humans and LLMs in Exp.2. Each point represents the
mean rating score of a sentence. Top panel: human vs
ChatGPT. Bottom panel: human vs Vicuna.

[0.83, 0.85], p < 0.01) as well as between human
and Vicuna’s judgement (r = 0.49, 95% CI =[0.45,
0.52], p < 0.01). The ChatGPT-human correlation
was stronger than the Vicuna-human correlation
(Figure 3).

The mixed-effects model showed that human
participants on average judged the original En-
glish stimuli (baseline) as between “somewhat nat-
ural” and “extremely natural” (8 = 3.4, 95% CI
= [3.35, 3.45]). On the other hand, stimuli de-
rived from languages other than English were rated
lower than the baseline (5 = —0.56 for Spanish;
8 = —1.35 for Japanese; 5 = —0.42 for Norwe-
gian; 8 = —1.06 for Chinese). Furthermore, for
the original English stimuli, human participants’
ratings were significantly higher than ChatGPT’s
ratings (8 = —0.44, 95% CI = [-0.48, -0.40]) and
Vicuna’s ratings (8 = —0.39, 95% CI = [-0.44,
-0.34)).

Additionally, the variation in Vicuna’s responses
was minimal within a specific language condition
and across different language conditions. This is
evident in Figure 4 from the small 95% confidence
intervals of the mean and from the similar rating
scores Vicuna provided across language conditions.
Roughly speaking, stimuli sentences were judged
as “somewhat natural” (a score of 3) by Vicuna
regardless of the actual grammaticality of the sen-
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Figure 4: Comparison of mean rating scores across
participant types and language conditions in Exp2. An
error bar represents the 95% confidence interval of the
mean calculated using bootstrapping methods.

tences. This behavior contrasted greatly with Chat-
GPT, which exhibited a noticeable variation in its
naturalness judgement across sentence types. Mim-
icking the pattern observed among human partic-
ipants, ChatGPT provided higher naturalness rat-
ings for the original English sentences while pro-
vided lower ratings for sentences derived from lan-
guages that are typologically further than English
such as Japanese and Chinese.

3.3 Discussion

In this study, we replicated Experiment 1 using the
same stimuli while modifying the response type
to a four-point Likert scale. Major findings of Ex-
periment 1 were successfully replicated. First, we
observed strong correlations between LLMs and
human participants regarding their ratings of sen-
tences of varying grammaticality. Secondly, sig-
nificant differences were observed between human
participants and LLMs in the ratings of sentences
in specific language conditions. These findings
suggest that although there is a general agreement
between humans and LLMs regarding the relative
grammaticality of various sentence structures, the
grammatical knowledge of LLMs and human par-
ticipants differs in terms of the degree of endorse-
ment to specific sentence structures. For sentences
deemed very natural by human participants, the nat-
uralness judgements from LLMs were more conser-
vative. Conversely, for sentences judged as “unnat-
ural” by human participants, Vicuna placed them
on the “natural” side of the scale. This revealed
the heterogeneity among current LLMs previously
discussed in Experiment 1. Though both Vicuna
and ChatGPT are representative of current LLMs,
they nevertheless differed in their performance of

naturalness judgement. While ChatGPT closely
mimicked human participants in the naturalness
rankings of different stimuli categories (en > no/es
> zh/ja), Vicuna showed minimal variation in its
judgments across stimuli derived from different
languages.

4 Experiment 3

This experiment aimed to further our understanding
of human and LLMs’ knowledge of grammaticality
by replicating the previous two experiments using a
sliding scale judgement task that was adopted from
Lau et al. (2014, 2017).

4.1 Method

Following the design of Lau and colleagues, we in-
structed our participants, ChatGPT and Vicuna, to
rate the naturalness of stimuli sentences with inte-
ger scores from 1 (extremely unnatural) to 100 (ex-
tremely natural), after which we compared LLMs’
judgement data with that of human participants
following the same data analysis procedure as the
previous two experiments.

The original study of Lau et al. (2017) sampled
250 items from the same inventory of the previous
two experiments as the stimuli of the sliding scale
judgement task. Two out of the 250 items were du-
plicated and thus we included 248 unique sentences
as the experimental items. Since the experimental
items were a subset of the previous experimental
items, they were derived from the same automatic
procedure as the previous experiments. A break-
down of the languages they were derived from is
shown in Table 3.

Language Counts
English 50
Spanish 44
Japanese 59
Norwegian 45
Chinese 50

Table 3: The number of stimuli derived from each lan-
guage in Exp 3.

4.2 Results

Consistent with the findings of the previous experi-
ments, we again observed a strong and significant
correlation between human and ChatGPT’s rating
(r = 0.81, 95% CI = [0.77, 0.85], p < 0.01)
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Figure 5: Correlation of naturalness ratings between
humans and LLMs in Exp.3. Each point represents the
mean rating score of a sentence. Top panel: human vs
ChatGPT. Bottom panel: human vs Vicuna.

as well as between human and Vicuna’s rating
(r=0.72,95% CI = [0.65, 0.77], p < 0.01) in the
sliding scale judgement task.

The output of the mixed-effects model was con-
sistent with what we found in Experiment 2. The
original English stimuli received a naturalness
rating of 86.96 out of 100 from human partici-
pants (95% CI = [81.98, 91.85]). Compared with
this baseline, the stimuli derived from languages
other than English received a lower naturalness
rating (8 = —15.58 for Spanish; 8 = —47.13
for Japanese; 0 = —16.76 for Norwegian; § =
—39.33 for Chinese). Moreover, for the origi-
nal English stimuli, human participants’ ratings
were significantly higher than ChatGPT’s ratings
(8 = —9.86,95% CI =[-13.6, -6.25]) and Vicuna’s
ratings (8 = —11.46, 95% CI = [-15.68, -7.14]).

Due to a much smaller number of stimuli
adopted in this experiment, the estimates from the
mixed-effects model had a larger error term asso-
ciated with them as compared with the previous
experiments. The variation in rating score across
different language conditions was specifically no-
ticeable for human participants, as shown from the
bootstrapped confidence intervals in Figure 6.

participant
B cragpt
I ruman
Bl veurs

mean rahng

Condmon

Figure 6: Figure 6 Comparison of mean rating scores
across participant types and language conditions in
Exp3. An error bar represents the 95% confidence inter-
val of the mean calculated using bootstrapping methods.

4.3 Discussion

In this experiment, we adopted a sliding scale
judgement task to elicit finer-grained responses re-
garding sentence grammaticality. Compared with
Experiment 2, the response type of this experiment
allowed for more nuanced patterns to occur; nev-
ertheless, major findings of Experiment 2 were
replicated. First, human and LLMs shared a con-
siderable amount of grammatical knowledge as ev-
ident from the strong correlation in the naturalness
rating score. This shared knowledge determines the
relative soundness of various sentence structures.
For example, the sentence “This essential motion
cannot take place except in a liquid medium” is
viewed by human and LLMs as more grammatical
than the sentence “This exercise is essential cannot
take place except for the liquid medium”. Sec-
ond, original sentences from the British National
Corpus were rated higher by human participants
than by LLMs, while translated sentences, espe-
cially those derived from Chinese and Japanese,
were rated lower in naturalness by humans than
by LLMs. It seems that LLMs are more “conser-
vative” in naturalness judgement compared with
human participants. This revealed the differences
between human and LLMs in terms of the “distri-
butional knowledge” of sentence grammaticality,
which will be further elaborated in the general dis-
cussion section.

Compared with Experiment 2, the rating scores
in this experiment exhibited larger variations within
and across experimental manipulations. For in-
stance, in Experiment 2, Vicuna ratings were
largely stable across language conditions; however,
in this experiment, we clearly observed a ranked
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distribution of Vicuna’s judgement. The original
English stimuli received the highest ratings, and the
Japanese-oriented sentences received the lowest rat-
ings, while the stimuli derived from Norwegian and
Spanish received intermediate naturalness ratings.
We attributed the increased variation to the reduced
size of the stimuli in this experiment, which is only
one-tenth of the number of stimuli in the previous
experiments.

5 General Discussion

Expanding upon Lau et al. (2014, 2017), our study
introduced ChatGPT and Vicuna as LLM coun-
terparts for grammaticality judgment, seeking to
determine the extent to which LLMs align with hu-
mans in their linguistic knowledge. In general, we
observed a strong correlation between human and
LLM judgments on the naturalness of sentences,
which according to Lau et al. (2014, 2017) sug-
gests a significant overlap in their grammatical
knowledge. However, this overlap does not im-
ply equivalence, as our data revealed consistent
statistical differences in ratings between humans
and LLMs across all three experiments. In the bi-
nary judgment task, human participants were more
conservative than ChatGPT. Conversely, in the four-
point and sliding scale tasks, human participants
displayed greater variability in their judgments
towards both grammatical and less grammatical
sentences compared to ChatGPT. Vicuna’s ratings,
while generally aligning with those of ChatGPT
and humans, exhibited less variation across tasks,
suggesting a different processing model.

We posit that a fundamental distinction between
human and LLM representations of language lies
in the ‘distributional knowledge’ of sentence gram-
maticality. Humans acquire an understanding of
grammaticality through diverse daily language ex-
periences, enriched by a dynamic array of cogni-
tive and contextual cues. In contrast, LLMs rely
predominantly on statistical patterns derived from
their training data. This difference in linguistic in-
put is crucial, with human language input being
inherently more diverse and dynamic, incorporat-
ing a wide array of linguistic registers, dialects,
and styles shaped by social interactions and cul-
tural contexts. This exposure enables humans to
develop a nuanced and contextually adaptive under-
standing of language, an aspect of linguistic com-
petence that LLMs with their data-driven learning
processes cannot fully replicate (Qiu et al., 2023).

Moreover, human language processing is inher-
ently multi-modal, incorporating auditory, visual,
and contextual cues that enhance comprehension
and interpretation. This multi-modal integration
includes body language, tone, facial expressions,
and environmental context, all of which contribute
to a rich, intuitive grasp of language nuances and
grammaticality. In contrast, LLMs such as Chat-
GPT and Vicuna process language purely as text
tokens, which are sequences abstracted from their
communicative contexts. The tokenization process
specific to each model’s architecture often strips
away nuanced information that humans naturally
use to infer meaning, leading to potential discrep-
ancies in understanding subtle linguistic cues or
complex semantic structures.

Additionally, the cognitive processes in humans,
including memory, attention, and inference, dy-
namically interact during language processing, al-
lowing for a rich contextual interpretation of lan-
guage that adapts in real-time. This level of cog-
nitive engagement in language processing is not
mirrored in current LLM architectures, which pri-
marily rely on recognizing patterns and statistical
generalizations from extensive datasets. These fun-
damental differences imply that the grammaticality
of a sentence is judged against different distribu-
tions of possible sentence structures by humans
and LLMs. Understanding these variations is cru-
cial for recognizing the limitations and potential
biases of LLM-generated language assessments. It
also underscores the importance of incorporating
diverse real-world language data and sophisticated
cognitive models into LLM training protocols to
improve their linguistic adaptability and judgment
accuracy.

6 Conclusion

Our investigation into the alignment of LLMs with
human grammaticality judgments has revealed both
promising correlations and significant nuances in
their linguistic capabilities. While LLMs like Chat-
GPT and Vicuna can effectively mirror human judg-
ments in broad strokes, discrepancies in sensitivity
and the conservativeness of their ratings underscore
the importance of careful model selection and cali-
bration for specific linguistic tasks.

7 Limitations

While our study provides valuable insights into
the grammatical capabilities of LLMs, it is worth
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noting that the experiments were conducted us-
ing prompting methods. As Hu and Levy (2023)
argued, LLMs may be better judges of grammati-
cality when evaluated using sentence probabilities
rather than prompts. A reviewer suggested that this
approach aligns more closely with the langue ver-
sus parole (competence vs. performance) distinc-
tion. Their findings suggest that using probability
measures can yield more accurate grammaticality
judgments by LLMs. Future work should replicate
our study using probability measures to provide a
more comprehensive understanding of LLMs’ lin-
guistic capabilities.
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