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Abstract

This paper presents our LLM-based system de-
signed for the MEDIQA-CORR @ NAACL-
ClinicalNLP 2024 Shared Task 3, focusing on
medical error detection and correction in medi-
cal records. Our approach consists of three key
components: entity extraction, prompt engi-
neering, and ensemble. First, we automatically
extract biomedical entities such as therapies,
diagnoses, and biological species. Next, we
explore few-shot learning techniques and in-
corporate graph information from the MeSH
database for the identified entities. Finally, we
investigate two methods for ensembling: (i)
combining the predictions of three previous
LLMs using an AND strategy within a prompt
and (ii) integrating the previous predictions into
the prompt as separate ‘expert’ solutions, ac-
companied by trust scores representing their
performance. The latter system ranked second
with a BERTScore score of 0.8059 and third
with an aggregated score of 0.7806 out of the
15 teams’ solutions in the shared task.

1 Introduction

Medical records play a crucial role in healthcare
systems as they capture essential patient infor-
mation, including diagnoses, treatments, and out-
comes. Medical texts are characterized by com-
plex terminology, context-specific knowledge, and
significant implications. Detecting and rectifying
errors within clinical notes necessitates domain ex-
pertise and reasoning. This task presents a complex
challenge that demands precise analysis and under-
standing of the medical domain.

In recent years, Large Language Models (LLMs)
have revolutionized the field of natural language
processing (NLP) by demonstrating unprecedented
performance across a wide range of tasks. These
models, often based on Transformer (Vaswani et al.,
2017; Devlin et al., 2018), have become the corner-
stone of modern NLP research (Pan et al., 2023).
LLMs excel in key areas such as semantic un-

derstanding and contextualization (Radford et al.,
2018), multimodal capabilities (Livne et al., 2023),
few-shot and zero-shot learning (Dang et al., 2022),
as well as various medical applications including
disease diagnosis (Schubert et al., 2023), drug dis-
covery (Livne et al., 2023), and medical records
processing (Guevara et al., 2024).

Automated fact-checking has garnered signifi-
cant attention due to the escalating challenge posed
by misinformation. Traditionally, fact-checking
has relied on manual verification conducted by
human experts, primarily focusing on general-
domain texts like Wikipedia articles and news re-
ports (Zhang and Gao, 2023; Quelle and Bovet,
2024). Recently, LLMs have offered the capability
to analyze false statements and provide an assess-
ment of their factual accuracy by leveraging their
pre-trained knowledge and contextual understand-
ing (Wang and Shu, 2023; Guan, 2021; Lewis et al.,
2020; Chen et al., 2021). Several methodologies
have been proposed to enhance the overall perfor-
mance in LLMs, and the most notable ones are
Chain of Thought (CoT) (Zhang, 2023).

In this work, we utilize several key approaches
for medical records correction using LLMs (see
Figure 1). These approaches include entity extrac-
tion and normalization (Miftahutdinov et al., 2020,
2021; Sung et al., 2022), few-shot learning tech-
niques (Brown et al., 2020), graph-based knowl-
edge incorporation (Fei et al., 2021), and ensem-
bling strategies (Wang et al., 2022). We investigate
the application of these approaches to enhance the
accuracy of medical error correction.

The paper is organized as follows. Section 1
presents shared task and data overview. We de-
scribe our approach with three key components
and state-of-the-art (SoTA) models in Section 2.
Experiments with baselines and our model are pre-
sented in Section 3.3.4. Finally, we discuss the
results and conclude the work in Sections 4 and 5,
respectively.
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Figure 1: The system overview. The process can be described as follows: the system begins by receiving medical
text as input. Initially, a prompt template is utilized, supplemented with a small number of few-shot examples (either
2 or 5). The Named Entity Recognition (NER) model is then employed to identify and extract named entities within
the large language model’s context. Subsequently, potential replacements for these extracted entities are sought
within the Medical Subject Headings (MeSH) thesaurus. The prompt, enriched with these replacements, is passed to
the selected OpenAI model. Finally, the model’s output is returned and stored in the prediction file. This constitutes
the overall operation of the system.

2 Task and Data Overview

The MEDIQA-CORR 2024 shared task (Ben
Abacha et al., 2024) focuses on analyzing snippets
of clinical text to address specific subtasks related
to medical error detection and correction. These
subtasks include:

1. Binary Classification: The first subtask in-
volves determining whether the given clinical
text contains a medical error. This step re-
quires evaluating the accuracy, consistency,
and factual correctness of the information pre-
sented in the text.

2. Span Identification: If a medical error is iden-
tified, the goal is to locate the specific text
span associated with the error. This step is
crucial for precisely pinpointing the erroneous
segment within the clinical text.

3. Natural Language Generation (Correction):
Once the medical error is identified and its
location is determined, the task is to generate
a free-text correction for the identified error.
The generated correction should be contex-
tually appropriate, accurate, and concise, ef-
fectively addressing the error in the clinical
text.

We focus on the latter subtask, which encompasses
all three subtasks mentioned.

The dataset provided by the organizers, known as
the MS Training Set, consists of 2,189 clinical texts.
Additionally, there is the ‘MS’ Validation Set com-
prising 574 clinical texts and the ‘UW’ Validation

Set comprising 160 clinical texts (Abacha et al.,
2024). The test portion of the dataset is formed
by combining clinical texts from both collections.
Each clinical text in the dataset is labeled as either
correct or containing one error. More formally, the
task involved in this dataset is as follows:

1. Predicting whether a given text contains an
error or not. The error flag is represented by
1 if the text contains an error and 0 if it is
error-free.

2. For texts flagged as containing errors, extract
the sentence that contains the error.

3. Generating a corrected version of the identi-
fied error sentence.

3 Method

The error correction method of Figure 1, proposed
in the current work, is straightforward and con-
sists of three major steps: we first prepare the data
to make predictions: extract named entities from
texts, and search for the term replacements. Then
we form the prompt for the model from the tem-
plate, add a few examples and additional data (NER
results, MeSH terms), and then use LLMs to make
predictions.

3.1 Data preparation

Let us first discuss the first step. Before predicting,
some preparations were made with the input texts,
including Named Entity Recognition (NER), and

471



Figure 2: An example of the result obtained from
Named Entity Recognition (NER).

possible term replacement data extraction from the
MeSH thesaurus.

3.1.1 Biomedical entities
Biomedical concepts, such as diseases, symp-
toms, drugs, genes, and proteins, are critical
for many biomedical applications, including drug
discovery (Khrabrov et al., 2022), clinical deci-
sion making (Sutton et al., 2020; Peiffer-Smadja
et al., 2020), and biomedical research (Lee et al.,
2016; Tutubalina et al., 2017; Soni and Roberts,
2021; Sakhovskiy et al., 2021; Sakhovskiy and Tu-
tubalina, 2022; Miftahutdinov et al., 2020, 2021).

For NER, we use the BERN2 (Advanced
Biomedical Entity Recognition and Normalization)
model (Sung et al., 2022) is a neural biomedical
named entity recognition and normalization tool.
BERN2 significantly improves upon its predeces-
sor (Kim et al., 2019) by employing a multi-task
NER model and neural network-based entity link-
ing (EL) models, resulting in faster and more accu-
rate inference.

Using this tool, we extracted named entities
(with MeSH identifiers) such as diagnosis, ther-
apy, biological species, and medical entities. You
can see an example of such extraction in Figure 2.

3.1.2 MeSH: Medical Subject Headings
MeSH is a hierarchically organized and concept-
based vocabulary produced by the National Library
of Medicine (NLM) (Mao and Lu, 2017). Its pri-
mary purpose is to facilitate indexing, cataloging,
and searching of biomedical and health-related in-
formation. MeSH plays a crucial role in various
NLM databases, including MEDLINE/PubMed
and the NLM Catalog. MeSH consists of stan-
dardized keywords that describe the subject matter

Figure 3: An example for the term D014883 (water-
electrolyte imbalance) related entities, extracted from
the MeSH database.

of journal articles, clinical notes, and other biomed-
ical texts. These terms are carefully curated and
organized to ensure consistency and accuracy. Re-
searchers, librarians, and information specialists
use MeSH to index and retrieve relevant literature.
By assigning MeSH terms to documents, they en-
hance search precision and recall. MeSH thesaurus
could be applied to perform Biomedical Literature
Indexing (like in MEDLINE/PubMed (von Korff,
2022)), Concept Mapping, and Synonyms (MeSH
provides a standardized way to map synonyms and
related terms, for different synonyms of a medical
condition to be linked to a single MeSH term), and
investigating cross-lingual clinical entity linking
using MeSH concepts. Highlights the importance
of MeSH in linking biomedical entities across lan-
guages. MeSH serves as a foundational resource
for organizing and accessing biomedical knowl-
edge. Its controlled vocabulary ensures consistency
and precision, benefiting researchers, clinicians,
and information professionals.

In the presented work, we use the MeSH
database to perform the knowledge graph search -
for the extracted entities with available MeSH IDs,
we’ve found their possible replacements (the ex-
ample is in Figure 3) (other entities on the same
relation level with the parent term node) to present
them to the LLM as clues about possible errors in
a text.

3.2 Dataset description

The statistical data about the dataset can be seen
from the Table 1. In total, 2,923 texts (2,189 texts
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Figure 4: The solution ensembling overview. In this approach, we use previous predictions of different models for
each input text and resulting prediction scores, and a new template. We evaluated three major ensembling strategies,
including AND (all three models found an error), majority of votes, and weighted approach (weight prediction by
each prediction score), in the validation stage, but decided to make the final prediction using AND strategy.

Train Val MS Val UW Test
Texts 2 189 574 160 925
NER ent. 3,3 3,3 3,3 6,5
MeSH terms 2,1 2,1 2,1 2,2

Table 1: Dataset statistics by the number of texts and
found entities.

in the train part + 574 texts in the MS validation
part + 160 texts in the UW validation part), the
BERN2 model found 9,682 named entities with
MeSH IDs, an average of 3.3 entities per single
text. An average of 2.1 MeSH term replacements
were found using MeSH graph search. The train
part included 1,219 texts with errors and 970 cor-
rect entries, the MS validation part consisted of 80
correct and 80 with errors, and the UW validation
included 319 entries with errors and 255 correct.

The test data part consisted of 925 text entries.
During the test part processing, the BERN2 model
extracted 6,032 MeSH IDs (avg. 6.5 terms per text),
with an average of 2.2 replacements extracted from
the MeSH thesaurus.

3.3 Making predictions

After the preparation step, we move forward to
make the predictions and find the texts with medical
errors. We have studied and used three general
LLM-based approaches for prediction making:

1. Ordinary prompting (2-shot and 5-shot)

2. Prediction ensembling (ensemble of 3 solu-
tions)

3. In-prompt ensembling (expert opinions with
trust scores)

In this section, we first discuss the ordinary solu-
tion with different OpenAI models (GPT3.5-turbo,
GPT4, GPT4-turbo preview) (Yenduri et al., 2022)
and simple prompts. These models continually im-
prove the instruction following ability and have
broader general knowledge and advanced reason-
ing capabilities. The solution idea is simple, as we
discussed earlier: the model receives the prompt
prefix containing the behavior rules for the model
(see Appendix 1), 2 of 5 examples (texts and ex-
pected output from the training dataset part), and
the text to analyze along with the NER information
(found named entities) and replacement entities
from the MeSH graph. All significant parts of the
template are highlighted in color. A few shot ex-
amples fixed set (2 or 5) were selected from the
Train data split to present the data with and without
corrections needed equally.

3.3.1 Ordinary prompting (2-shot)
The first solution (as illustrated in Figure 1), with
the 2-shot template, consists of a prefix (2-shot
prompt prefix from Appendix A1), text to predict,
and additional data: a list of found named entities
with additional info from the BERN2 model.

3.3.2 Ordinary prompting (5-shot)
The second solution with the 5-shot prompt tem-
plate, is constructed from a 5-shot prompt prefix
from Appendix A.1.3, the text to predict and addi-
tional data: NER results and MeSH graph data with
possible entity replacements. The process scheme
is illustrated in Figure 1.

3.3.3 Prediction ensembling
Decision ensembling is different from previously
discussed approaches. In this variant, as it is
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Figure 5: The system overview. The medical text inputs into the system. First of all, we use the prompt template
and add 2 or 5 few-shot examples. The NER model finds named entities for the large language model. Then we
find possible replacements for extracted entities in the MeSH thesaurus. Here we also use previous predictions of
different models for each input text and resulting prediction scores, adding these ‘expert’ opinions with expert trust
scores, to the prompt. The generated prompt is passed to the openAI model of our choice, and we return the result
to the prediction file.

shown in Figure 4, we simply construct the predic-
tion from the three top-score previous predictions,
based on AND strategy: for each text entry we de-
cide the error exists, if only the error is found in
all the three previous predictions - in this case we
include the error sentence number and correction
from the previous prediction with the highest score.
If at least one model has predicted this sentence as
correct, we count it as containing no errors. This
strategy slightly improved the resulting score: 0.62
-> 0.64.

3.3.4 In-prompt ensembling

In this approach, we have combined the idea of
basic prompting, few-shot learning, and an ensem-
ble of experts. We again add information about
NER entities and MeSH graph replacements, but
because of the ensembling approach evaluated, we
also include predictions from the top three previous
submissions (model predictions with the highest
score), calling it ‘expert’s solutions’. We also add
three expert trust scores - these are the test scores
for these submissions, to help the model estimate
the expert opinion correctness indirectly.

We added the test predictions of the three pre-
vious models. Still, in the case of a real data eval-
uation, this ensemble could be formed from the
three different models and their predictions, and
trust scores could be obtained from the validation
scores.

The result of this ensemble addition could be
the following: “Expert 1 with trust score (weight1):
(outputs1), expert 2 with trust score (weight2): (out-
puts2), expert 3 with trust score (weight): (out-
puts3).” Prompt prefix (Appendix A.2.3) and pro-
cess scheme 5 are included. The ensemble example

with the real data is the following:

• Expert 1 with trust score 0,72: “Error exists:
|||Yes||| Correction: ||| Patient’s symptoms are
suspected to be due to acute gastroenteritis.|||
Error sentence number: |||10|||”,

• Expert 2 with trust score 0,69: “Error exists:
|||Yes||| Correction: ||| Patient’s symptoms are
suspected to be due to typhoid fever.||| Error
sentence number: |||10|||”,

• Expert 3 with trust score 0,68: “Error exists:
|||No||| Correction: |||None||| Error sentence
number: |||None|||”

4 Baselines

During the model development and preparation, we
explored various baselines. In addition to the above-
mentioned methods, we initially investigated a sim-
pler BERT-based approach (Devlin et al., 2018) and
utilized other LLMs such as self-hosted LLaMA-
based Med42 70b (Christophe et al., 2023) and
Meditron 7b (Chen et al., 2023).

The BERT model, specifically the
PubMedBERT-base checkpoint (Gu et al.,
2021), was trained for 10 epochs on a subset of the
training data. However, it performed poorly on the
validation data, achieving a score of approximately
0.57 even on the task of text classification for error
presence, which is a binary classification problem.
This subpar performance can be attributed to a
limited number of training examples and the wide
variation in replaceable terms and diverse themes
found in medical texts. Due to these unsatisfactory
results in the validation phase, we decided not
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Table 2: Evaluation results. Here ‘ens’ stands for an ensemble of 3 previous solutions and these predict scores,
‘NER’ - for named entities from the text, and ‘MeSH’ - for the related terms from the MeSH thesaurus. The general
approach is shown in Figure 1, the prediction ensemble - in Figure 4, and an ensemble of experts in Figure 5.

Base model name Prompt Additional data AggrScore R1F BERTScore BLEURT AggrC
gpt-3.5t General

2-shot
NER 0.31 0.35 0.38 0.34 0.24

gpt-4-t-1401-preview 5-shot NER 0.55 0.55 0.55 0.55 0.41
gpt-4-t-preview-0125 5-shot NER + meSH 0.62 0.62 0.60 0.62 0.53
- - Ens. of 3 predicts 0.64 0.64 0.62 0.63 0.54
gpt-4-t-preview-0125 Ensemble

prompt
NER+ens 0.68 0.68 0.67 0.68 0.52

gpt-4-t-0125-preview Ensemble
prompt

NER+ens+MeSH 0.69 0.71 0.67 0.69 0.51

gpt-4 Ensemble
prompt

NER+ens+MeSH 0.72 0.74 0.69 0.72 0.55

gpt-4-t-0125-preview Ensemble
prompt

NER+ens+MeSH 0.78 0.81 0.76 0.78 0.51

to proceed with evaluating the model’s precision
on the test data and instead moved on to explore
alternative solution methods.

The LLaMA-based models exhibited better per-
formance and were successful in identifying and
correcting misplaced terms, achieving an aggre-
gated score of approximately 0.43 on the validation
data. However, these models disregarded certain
in-prompt rules and ensemble solutions. Conse-
quently, despite not showing any positive perfor-
mance improvements with the addition of NER
data and graph entities, they were excluded from
the test submission.

5 Experiments and Results

The evaluation results of our error correction sys-
tems are shown in Table 2. The aggregate score is
the main evaluation score to rank the participating
systems. We’ve used the following scripts1 for eval-
uation. More specifically about the metrics used
for evaluation:

• NLG (Natural Language Generation) met-
rics: ROUGE(Lin, 2004), BERTScore (Zhang
et al., 2019), BLEURT(Sellam et al., 2020),
their Aggregate-Score (Mean of ROUGE-1-F,
BERTScore, BLEURT-20), and their Com-
posite Scores (AggrC) for the evaluation of
Sentence Correction.

• The Composite score is the mean of individual
scores computed as follows for each text:

1https://github.com/abachaa/MEDIQA-CORR-2024/
tree/main/evaluation

– 1 point if both the system correction and
the reference correction are “NA”;

– 0 point if only one of the system or the
reference is “NA”.

• NLG metrics value in [0, 1] range
(e.g., ROUGE, BERTScore, BLEURT,
or Aggregate-Score) if both the system
correction and reference correction are
non-“NA” sentences.

• The Aggregate score is the main evalu-
ation score to rank the participating sys-
tems(Abacha et al., 2023).

As we can see from table 2, we can observe that
the more powerful language model, ‘sophisticated’
prompting, and additional data presented to the lan-
guage model lead to better results: results improved
from 0.62 to 0.72 and finally to 0.78, which is a
Top-3 solution of an entire competition. One also
can see that additional examples (2 vs 5 texts) in the
few-shot section also increase performance: 0.31
vs 0.55. Also, the in-prompt ensembling technique
improves final results greatly because the model
can see the solutions from previous runs along with
the scores for these runs, and correct the current
prediction, which leads to more stable and reliable
predictions and error corrections. We also could see
the obvious trend of better performance with more
complicated models: GPT 4 outperforms GPT 3.5
Turbo, and GPT 4 Turbo preview beats the ordinary
GPT 4: 0.31 vs 0.55 vs 0.62, respectively.

The methodology delineated herein possesses
the potential for expansion and further refinement
through the incorporation of techniques such as the
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Knowledge Graph, PromptKG (Xie et al., 2022),
the meta-prompting approach, and the Chain of
Thought (CoT) approach. Additionally, the integra-
tion of specialized models, specifically designed for
error detection and error span identification, into
the model pipeline could be achieved directly by
utilizing the chaining techniques (e.g. langchain).
This would serve to enhance the robustness and
accuracy of the overall system.

6 Conclusion

In this work, we have addressed the issue of identi-
fying and resolving error text in biomedical texts.
We have proposed a system for the MEDIQA-
CORR shared task by utilizing prompting, ensem-
bling techniques, and LLMs. Our approach demon-
strates that the problem can be solved using or-
dinary GPT models without pre-training, relying
solely on in-context learning, along with the NER
model and additional MeSH knowledge graph data.
By employing an in-prompt ensemble of LLMs
as experts and incorporating data from the MeSH
knowledge graph and NER results, we achieved
a high task aggregated score of 0.78059, securing
the 3rd position on the official competition leader-
board. Our results highlight the effectiveness of our
proposed prompting approach while also indicat-
ing areas for future improvement. Utilizing more
advanced tools like full-scale RAG and fine-tuned
biomedical LLMs could potentially enhance the
quality of error correction. In addition, we plan
to make all our code and data publicly accessible
shortly after the publication of our paper.
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A Appendix 1: prompt examples

A.1 2-shot prompt prefix
A.1.1 Introduction part
“‘You are an AI model that checks biomedical
records and corrects existing errors, based only
on facts. Your goal is to read the medical record
text and decide whether there are any errors. If
yes, propose the corrected variant and indicate the
error sentence number in the text. Correction is just
the entire corrected sentence with NO additional
explanations or words.

A.1.2 Few-shot examples
• Example 1: Text: “0 A 56-year-old man

comes to the physician for a follow-up ex-
amination. 1 One month ago, he was diag-
nosed with a focal seizure, and treatment with
a drug that blocks voltage-gated sodium chan-
nels was begun. 2 Today, he reports that he has
not had any abnormal body movements, but
he has noticed occasional double vision. 3 His
serum sodium is 132 mEq/L, alanine amino-
transferase is 49 U/L, and aspartate amino-
transferase is 46 U/L. Medications include car-
bamazepine.” Error exist: |||No||| Correction:
|||None||| Error sentence number: |||None|||

• Example 2: Text: “0 A 53-year-old man
comes to the physician because of a 1-day
history of fever and chills, severe malaise,
and cough with yellow-green sputum. 1 He
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works as a commercial fisherman on Lake
Superior. 2 Current medications include meto-
prolol and warfarin. 3 His temperature is 38.5
C (101.3 F), pulse is 96/min, respirations are
26/min, and blood pressure is 98/62 mm 4
Hg. 5 Examination shows increased fremi-
tus and bronchial breath sounds over the right
middle lung field. 6 After reviewing imag-
ing, the causal pathogen was determined to be
Haemophilus influenzae. 7 An x-ray of the
chest showed consolidation of the right upper
lobe.” Error exists: |||Yes||| Correction: |||After
reviewing imaging, the causal pathogen was
determined to be Streptococcus pneumoniae.|||
Error sentence number: |||6|||

A.1.3 Rules for the model
Output format if an error exists: Error exist: |||Yes|||
Correction: |||<Correction text>||| Error sentence
number: |||<Sentence number>|||

Output format if no error is present: Error exist:
|||No||| Correction: |||None||| Error sentence number:
|||None|||

Please make sure you complete the objective
above with the following rules:

• 1. You should focus on errors in named enti-
ties like diagnoses, therapies, and biological
species names.

• 2. You must not make things up, you should
use only your medical knowledge and medical
record data.

• 3. Remember, that you will be rewarded for
correct corrections, but also fined for the
wrong reports.

• 4. You shouldn’t check and correct any
spelling errors because only semantical errors
are important to you.

• 5. For your convenience, you will see the list
of named entities from the record and some
info about them.

• 6. You will also see the enumerated sentences
from the text - if an error is found, please
provide the problematic sentence number.

• 7. Please provide NO explanation for your
answer, just give me the error status and error
corrections, if any, according to the Output
format.

”’

A.2 5-shot prompt prefix

A.2.1 Introduction part
“‘You are an AI model that checks biomedical
records and corrects existing errors, based only
on facts. Your goal is to read the medical record
text and decide whether there are any errors. If
yes, you should propose the corrected variant and
indicate the error sentence number in the text. Cor-
rection is just the entire corrected sentence with
NO additional explanations or words.

A.2.2 Few-shot examples
• Example 1: Text: “0 A 56-year-old man

comes to the physician for a follow-up ex-
amination. 1 One month ago, he was diag-
nosed with a focal seizure, and treatment with
a drug that blocks voltage-gated sodium chan-
nels was begun. 2 Today, he reports that he has
not had any abnormal body movements, but
he has noticed occasional double vision. 3 His
serum sodium is 132 mEq/L, alanine amino-
transferase is 49 U/L, and aspartate amino-
transferase is 46 U/L. Medications include car-
bamazepine.” Error exist: |||No||| Correction:
|||None||| Error sentence number: |||None|||

• Example 2: Text: “0 A 53-year-old man
comes to the physician because of a 1-day
history of fever and chills, severe malaise,
and cough with yellow-green sputum. 1 He
works as a commercial fisherman on Lake
Superior. 2 Current medications include meto-
prolol and warfarin. 3 His temperature is 38.5
C (101.3 F), pulse is 96/min, respirations are
26/min, and blood pressure is 98/62 mm 4
Hg. 5 Examination shows increased fremi-
tus and bronchial breath sounds over the right
middle lung field. 6 After reviewing imag-
ing, the causal pathogen was determined to
be Haemophilus influenzae. 7 An x-ray of
the chest showed consolidation of the right
upper lobe.” An error exists: |||Yes||| Correc-
tion: |||After reviewing imaging, the causal
pathogen was determined to be Streptococcus
pneumoniae.||| Error sentence number: |||6|||

• Example 3: Text: “1 He complains of anxiety,
nausea, abdominal cramping, vomiting, and
diarrhea for three days. 2 He denies smok-
ing, drinking alcohol, and using illicit drugs.
3 He appears restless. 4 His temperature is
37 C (98.6 F), pulse is 110/min, and 5 blood
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pressure is 150/86 mm 6 Hg. 7 Physical exam-
ination shows dilated pupils, diaphoresis, and
piloerection. 8 His abdominal exam shows dif-
fuse mild tenderness. 9 There is no rebound
tenderness or guarding. 10 Suspected over-
dose, recommend Naloxone administration.
11 His hemoglobin concentration is 14.5 g/dL
12 , leukocyte count is 8,000/mm, and platelet
count is 250,000/mm3; serum studies and uri-
nalysis show no abnormalities.” An error ex-
ists: |||Yes||| Correction: |||Suspected overdose,
recommend methadone administration.||| Er-
ror sentence number: |||10|||

• Example 4: Text: “0 A potassium hydroxide
preparation is conducted on a skin scraping
of the hypopigmented area. 1 Patient was
treated with topical selenium sulfide based
on the microscopy findings. 2 Microscopy of
the preparation showed long hyphae among
clusters of yeast cells.” Error exist: |||No|||
Correction: |||None||| Error sentence number:
|||None|||

• Example 5: Text: “0 A 56-year-old man
comes to the physician for a follow-up ex-
amination. 1 One month ago, he was diag-
nosed with a focal seizure, and treatment with
a drug that blocks voltage-gated sodium chan-
nels was begun. 2 Medications include pheny-
toin. 3 Today, he reports that he has not had
any abnormal body movements, but he has
noticed occasional double vision. 4 His serum
sodium is 132 mEq/L, alanine aminotrans-
ferase is 49 U/L, and aspartate aminotrans-
ferase is 46 U/L.” Error exists: |||Yes||| Correc-
tion: |||Medications include carbamazepine.|||
Error sentence number: |||2|||

A.2.3 Rules for the model
Output format if an error exists: Error exists:
|||Yes||| Correction: |||<Correction text>||| Error sen-
tence number: |||<Sentence number>|||

Output format if no error is present: Error exists:
|||No||| Correction: |||None||| Error sentence number:
|||None|||

Please make sure you complete the objective
above with the following rules:

• 1. You should focus on errors in named enti-
ties like diagnoses, therapies, and biological
species names.

• 2. You must not make things up, you should
use only your medical knowledge and medical
record data.

• 3. Remember, that you will be rewarded
for correct corrections, but also fined for the
wrong reports.

• 4. You shouldn’t check and correct any
spelling errors because only semantical errors
are important to you.

• 5. For your convenience, you will see the list
of named entities from the record and some
info about them.

• 6. You will also see the enumerated sentences
from the text - if an error is found, please
provide the problematic sentence number.

• 7. Please provide NO explanation for your
answer, just give me the error status and error
corrections, if any, according to the Output
format.

”’

A.3 Ensemble prompt prefix

A.3.1 Introduction part
“‘You are an AI model that checks biomedical
records and corrects existing errors, based only
on facts. Your goal is to read the medical record
text and decide whether there are any errors. If
yes, propose the corrected variant and indicate the
error sentence number in the text. Correction is just
the entire corrected sentence with NO additional
explanations or words.

A.3.2 Few-shot examples
• Example 1: Text: “0 A 56-year-old man

comes to the physician for a follow-up ex-
amination. 1 One month ago, he was diag-
nosed with a focal seizure, and treatment with
a drug that blocks voltage-gated sodium chan-
nels was begun. 2 Today, he reports that he has
not had any abnormal body movements, but
he has noticed occasional double vision. 3 His
serum sodium is 132 mEq/L, alanine amino-
transferase is 49 U/L, and aspartate amino-
transferase is 46 U/L. Medications include car-
bamazepine.” Error exist: |||No||| Correction:
|||None||| Error sentence number: |||None|||
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• Example 2: Text: “0 A 53-year-old man
comes to the physician because of a 1-day
history of fever and chills, severe malaise,
and cough with yellow-green sputum. 1 He
works as a commercial fisherman on Lake
Superior. 2 Current medications include meto-
prolol and warfarin. 3 His temperature is 38.5
C (101.3 F), pulse is 96/min, respirations are
26/min, and blood pressure is 98/62 mm 4
Hg. 5 Examination shows increased fremi-
tus and bronchial breath sounds over the right
middle lung field. 6 After reviewing imag-
ing, the causal pathogen was determined to be
Haemophilus influenzae. 7 An x-ray of the
chest showed consolidation of the right upper
lobe.” Error exist: |||Yes||| Correction: |||After
reviewing imaging, the causal pathogen was
determined to be Streptococcus pneumoniae.|||
Error sentence number: |||6|||

• Example 3: Text: “1 He complains of anxiety,
nausea, abdominal cramping, vomiting, and
diarrhea for three days. 2 He denies smok-
ing, drinking alcohol, and using illicit drugs.
3 He appears restless. 4 His temperature is
37 C (98.6 F), pulse is 110/min, and 5 blood
pressure is 150/86 mm 6 Hg. 7 Physical exam-
ination shows dilated pupils, diaphoresis, and
piloerection. 8 His abdominal exam shows dif-
fuse mild tenderness. 9 There is no rebound
tenderness or guarding. 10 Suspected over-
dose, recommend Naloxone administration.
11 His hemoglobin concentration is 14.5 g/dL
12 , leukocyte count is 8,000/mm, and platelet
count is 250,000/mm3; serum studies and uri-
nalysis show no abnormalities.” Error exist:
|||Yes||| Correction: |||Suspected overdose, rec-
ommend methadone administration.||| Error
sentence number: |||10|||

• Example 4: Text: “0 A potassium hydroxide
preparation is conducted on a skin scraping
of the hypopigmented area. 1 Patient was
treated with topical selenium sulfide based
on the microscopy findings. 2 Microscopy of
the preparation showed long hyphae among
clusters of yeast cells.” Error exist: |||No|||
Correction: |||None||| Error sentence number:
|||None|||

• Example 5: Text: “0 A 56-year-old man
comes to the physician for a follow-up ex-
amination. 1 One month ago, he was diag-

nosed with a focal seizure, and treatment with
a drug that blocks voltage-gated sodium chan-
nels was begun. 2 Medications include pheny-
toin. 3 Today, he reports that he has not had
any abnormal body movements, but he has
noticed occasional double vision. 4 His serum
sodium is 132 mEq/L, alanine aminotrans-
ferase is 49 U/L, and aspartate aminotrans-
ferase is 46 U/L.” Error exist: |||Yes||| Correc-
tion: |||Medications include carbamazepine.|||
Error sentence number: |||2|||

A.3.3 Rules for the model
Output format if an error exists: Error exist: |||Yes|||
Correction: |||<Correction text>||| Error sentence
number: |||<Sentence number>|||

Output format if no error is present: Error exist:
|||No||| Correction: |||None||| Error sentence number:
|||None|||

Please make sure you complete the objective
above with the following rules:

• 1. You should focus on errors in named enti-
ties like diagnoses, therapies, and biological
species names.

• 2. You must not make things up, you should
use only your medical knowledge and medical
record data.

• 3. Remember, that you will be rewarded for
correct corrections, but also fined for the
wrong reports.

• 4. You shouldn’t check and correct any
spelling errors because only semantical errors
are important to you.

• 5. For your convenience, you will see the list
of named entities from the record and some
info about them.

• 6. You will see the enumerated sentences from
the text - if an error is found, please provide
also the problematic sentence number.

• 7. You will also see some possible solutions
for this text from the other experts, along with
the mean expert trust score for each opinion.
You could take expert decisions into account,
but with respect to the trust score (higher is
better).

• 8. Please provide NO explanation for your
answer, just give me the error status and error

481



corrections, if any, according to the Output
format.

‘”

B Appendix 2: Resources used

During the discussed approaches evaluation and
prediction making, more than 5,600 API requests
were made with 10,537,000 tokens transferred, and
the total prediction cost was around $93,6.
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