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Abstract

Improving the accessibility of psychotherapy
with the aid of Large Language Models (LLMs)
is garnering a significant attention in recent
years. Recognizing cognitive distortions from
the interviewee’s utterances can be an essential
part of psychotherapy, especially for cognitive
behavioral therapy. In this paper, we propose
ERD, which improves LLM-based cognitive dis-
tortion classification performance with the aid
of additional modules of (1) extracting the parts
related to cognitive distortion, and (2) debating
the reasoning steps by multiple agents. Our
experimental results on a public dataset show
that ERD improves the multi-class F1 score as
well as binary specificity score. Regarding the
latter score, it turns out that our method is ef-
fective in debiasing the baseline method which
has high false positive rate, especially when the
summary of multi-agent debate is provided to
LLMs.

1 Introduction
Large Language Models (LLMs) are dominating
the research areas in machine learning and artifi-
cial intelligence, broadening its usage in various
applications (Radford et al., 2018, 2019; Brown
et al., 2020; OpenAI, 2023; Ouyang et al., 2022).
Especially in the medical domain, PaLM (Chowd-
hery et al., 2022) and its variants, such as Med-
PaLM (Singhal et al., 2022), are equipped with
medical data and instructions to answer the ques-
tions from clinical field (Chowdhery et al., 2022;
Singhal et al., 2023). In addition, conversational
AI assistant chatbots are devised to support pa-
tients with mental health issues (Rathje et al., 2023;
Vaidyam et al., 2019; Saha et al., 2022; Stock et al.,
2023; Liu et al., 2023; Welivita et al., 2021; Sharma
et al., 2020).

Recognizing the fact that individuals with mental
disorders hesitate to seek in-person medical con-
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sultations (Steinberg et al., 1980), previous stud-
ies (Yang et al., 2023; Lee et al., 2023; Chen et al.,
2023b) attempt to enhance the accessibility and
quality of psychotherapy through the use of LLMs
with Chain-of-Thought (CoT) reasoning (Wei et al.,
2022). These models aim to detect the user’s per-
sonality and interpret their mental state in order to
generate more empathetic responses.

For example, Diagnosis-of-Thought (DoT) uses
LLMs to classify cognitive distortions from utter-
ances, which is a crucial part of Cognitive Behavior
Therapy (CBT) (Chen et al., 2023b).

While the DoT method holds promise, one key
challenge that remains an open issue is the ten-
dency of the model to overdiagnose cognitive dis-
tortions, incorrectly inferring irrational thought pat-
terns even when the user’s statements are benign. In
addition, the distortion classification performance
of DoT in multi-class setup is close to that of ran-
dom guessing, which limits its usage in practice.

In this paper, we tackle these issues by propos-
ing a new framework for classifying cognitive dis-
tortions from the user utterances, by introducing
modules for debiasing the overdiagnosing tendency
of existing methods and for improving the perfor-
mance on classifying distortion types inferred from
the utterances.

Our main contributions can be summarized as
below:

• We introduce ERD, a new framework for
classifying cognitive distortions in the user
utterances using three steps: Extraction,
Reasoning, and Debate, each of which uses
LLMs. The first step lets LLM extract a part
of the utterances that is related with the dis-
tortion, the second step uses LLM to generate
the thought process of estimating cognitive
distortions from the extracted part, and the
third step uses multi-agent LLMs to discuss
the thought process described in the second
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Figure 1: The pipeline of Extraction-Reasoning-Debate (ERD), which detects and classify the cognitive distortion
from the input user speech. It begins with the identification and extraction of potential cognitive distortions from the
user speech. These extracted elements are then utilized to construct an intermediate reasoning step. Subsequently, a
debate is conducted, wherein multiple LLM agents deliberate to assess the presence and type of cognitive distortion.
Finally, a judge integrates the entire debate process to get the final answer on the distortion classification problem.

step and make the final decision.

• Compared with existing baselines, ERD im-
proves the multi-class F1 score for distortion
classification task by more than 9% and im-
proves the distortion assessment specificity
score by more than 25%, when tested on
the cognitive distortion detection dataset with
2530 samples in Kaggle.

• We provide factor analysis on ERD, showing
that (1) multiple rounds of debate in ERD
is beneficial for improving the classification
score, and (2) the summarization and the va-
lidity evaluation processes during the debate
step enhance the debiasing effect.

2 ERD

We propose Extraction-Reasoning-Debate (ERD),
a framework for classifying distortions in a given
user speech, as shown in Fig. 1. The prompts we
used can be found in Figure 3 in Appendix. Below
we elaborate each step in our framework.

Input Distortion Classification
User Speech 15.280.65
Distorted Part of User Speech 27.080.27

Table 1: Multi-class F1 score of DoT (Chen et al.,
2023b) for the cognitive distortion classification prob-
lem, when two different inputs are given. The first op-
tion uses the user speech as the input, as done in (Chen
et al., 2023b). The second option is considered by us,
which only puts the ground-truth distorted part within
the user speech. Putting only the distorted part signifi-
cantly improves the classification performance, which
motivates the Extraction step in ERD framework.

2.1 Extraction
To provide the motivation for the Extraction step
proposed in our method, we first share our empir-
ical results showing that extracting the distorted
parts of user speech is beneficial for distortion clas-
sification. Table 1 shows the multi-class F1 score
of Diagnosis-of-Thought (DoT) method for distor-
tion classification problem (predicting out of 10
classes), tested on a cognitive distortion detection
dataset with 2530 samples in Kaggle1. We test on
two different options: (1) putting the user speech as
it is, and (2) putting the ground-truth part (provided
in the ‘distorted part’ column of the dataset) within
the speech, that indicates the distortion. Table 1
shows that the multi-class F1 score increases more
than 10% when the ground-truth distorted part is
extracted before running DoT.

Motivated by this result, prior to the Reasoning
step (e.g., DoT) which outputs the thought process
for assessing/classifying the distortion, we add an
Extraction step which instructs LLMs isolate the
segments from the user’s utterance that may poten-
tially exhibit cognitive distortions. This process
of extraction is done without paraphrasing or sum-
marizing, thereby preserving the original context
and nuances for the subsequent thought process.
In summary, Extraction process ensures that the
LLMs’ responses hinge on the most informative
facets of the utterance, which in turn enhance the
quality of the distortion classification performance.

2.2 Reasoning
Our target task (cognitive distortion classification
from the user speech) is naturally considered as a

1https://www.kaggle.com/
datasets/sagarikashreevastava/
cognitive-distortion-detetction-dataset
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Distortion Assessment (True/False) Distortion Classification (out of 10 types)
Method Sensitivity Specificity F1 Score Weighted F1 Score
Reasoning 99.290.19 6.790.34 78.260.16 15.280.65
+Extraction 99.830.03 0.930.22 77.480.04 24.400.69

+Debate 73.100.26 33.050.58 68.890.24 22.180.99
+Extraction+Debate 74.892.31 30.743.92 69.490.62 24.271.14

Table 2: Cognitive distortion assessment/classification results of ERD when various modules (Extraction and
Debate) are added. Here, we test on cognitive distortion detection dataset in Kaggle, and use DoT (Chen et al.,
2023b) method for the Reasoning step. Upon the above results, Extraction improves the distortion classification
performance and Debate increases the distortion assessment specificity significantly. Combining both Extraction
and Debate takes the sweet spot, simultaneously enhancing both performances.

Figure 2: Confusion matrices of ERD when tested on
2530 samples: (Left) only Reasoning is used, (Right)
Extraction, Reasoning and Debate steps are used. In-
cluding Extraction and Debate modules increases the
number of true negatives from 61 to 322, thus correctly
identifying the samples with ‘no distortion’.

task that requires logical thinking, if we imagine
how doctors classify the patients. In recent years,
various methods propose letting LLMs mimic the
logical thought process or reasoning steps. For
example, chain-of-thought (CoT) prompting and
its variants (Wei et al., 2022; Kojima et al., 2022;
Yao et al., 2023; Besta et al., 2023; Chen et al.,
2023a; Yang et al., 2023; Lee et al., 2023) provide
a significant performance improvement in various
reasoning tasks including common sense reasoning
and mathematical reasoning.

Our Reasoning step chooses any existing meth-
ods which let LLMs output the thought process
for performing the target task. By default, we use
diagnosis-of-thought (DoT) (Chen et al., 2023b)
comprised of three critical stages (subjectivity as-
sessment, contrastive reasoning, and schema anal-
ysis) that construct rationales for the detection
of cognitive distortions. At the subjectivity as-
sessment stage, the input utterances are differenti-
ated between the objective facts and the subjective
thoughts. This is followed by the contrastive rea-
soning stage, where the process elicits both support-
ive and contradictory perspectives to the speaker’s
viewpoint. The final stage, schema analysis, in-
volves delving into the underlying thought schema,
which refers to the subconscious cognitive patterns
or frameworks that shape and influence a person’s
specific thought process and behavior.

2.3 Debate
Several recent works on using LLMs for reason-
ing tasks show that multiple LLM agents debat-
ing their thought processes significantly improve
the performance (Liang et al., 2023; Zheng et al.,
2023; Xiong et al., 2023; Chan et al., 2023; Du
et al., 2023). Motivated by this observation, we
add multi-agent debate (or Debate) step follow-
ing the Reasoning step. In Figure 1, ERD employs
three LLM agents, each designated with the role
of “physician” to simulate a professional medical
debate. The discussion between first two agents
(two debators) is overseen by the third agent (called
the judge agent), bearing the role of “head doctor”
who monitors the entire debate to ensure a fair eval-
uation. The third agent is introduced, motivated by
recent result showing that LLMs can behave as a
good judge (Zheng et al., 2023). The first debater
presents arguments for the presence or absence
of cognitive distortion in the user speech, based
on the LLM outputs obtained in the Extraction
and Reasoning steps. Subsequently, the second
debator counters the initial assertions, presenting
a contradicting viewpoint. The first debater then
responds to this counterargument, followed by a
second round of rebuttal from the second debater,
resulting in two rounds of argumentation. One
can consider repeating this iterative exchange of
thoughts for multiple rounds. After this iterative
process, the judge agent integrates the entire dis-
course, employing two proposed methodologies to
reach a final decision.

We consider two different options for controlling
the behavior of the judge agent to get better perfor-
mances. The first option involves a straightforward
summarization of the total debate process. The sec-
ond option involves summarizing the debate and
evaluating which side’s arguments are more valid.
By adding such summarization process, we expect
that the final answer of ERD is based on a compre-
hensive consideration of all presented viewpoints.
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Distortion Type Count
All-or-nothing thinking 100
Emotional Reasoning 134
Fortune-telling 143
Labeling 165
Magnification 195
Mental filter 122
Mind Reading 239
Overgeneralization 239
Personalization 153
Should statements 107
No Distortion 933
In Total 2530

Table 3: Details of dataset used in this paper; we report
the number of samples for each class including 10 types
of distortions and "no distortion" type whose utterance
does not contain distortion.

3 Experiments
Settings We use a cognitive distortion detection
dataset (Shreevastava and Foltz, 2021) composed
of speeches that correspond to 10 types of “cogni-
tive distortions” and neutral speeches categorized
as “no distortion” type. This dataset, sourced from
Kaggle1, contains 2530 annotated examples by ex-
perts and the least number of examples for each
type of distortion is 100, which can be found in
Table 3. This dataset is designed to facilitate two
tasks: distortion assessment and distortion classifi-
cation.

In the distortion assessment task, the model de-
termines whether cognitive distortion is present in
the patient’s utterance. In the distortion classifi-
cation task, the model identifies the specific type
of cognitive distortion. We report the Sensitivity,
Specificity and F1 score for the distortion assess-
ment task, and the weighted F1 score for the distor-
tion classification task. We run 3 random trials and
report the mean and standard deviation values. We
employ the model gpt-3.5-turbo with the temper-
ature as 0.1. Every result reported in this paper is
based on the zero-shot prompting.

Experimental results Table 2 shows the per-
formances of ERD, when different modules are
plugged in. Compared with naive method using
Reasoning module only, adding Extraction mod-
ule improves the distortion classification score by
more than 9%, and adding Debate module not
only improves the distortion classification score
by around 7%, but also improves the distortion as-
sessment specificity by more than 25%. Fig. 2
shows the confusion matrix of the ERD for two
cases: (1) when only the Reasoning module is
used, and (2) when Extraction, Reasoning and

Debate are used. This result shows that adding
Extraction and Debate modules promotes the
correct estimation of utterances with no distortion.
This qualitative result can be supported by our qual-
itative results (in Fig. 4 and Fig.5 in Appendix)
showing the effectiveness of Debate step for im-
proving the estimation performance. For a given
speech (that does not have cognitive distortion),
Fig. 4 and Fig. 5 show the responses of LLM, when
Debate step is in-activated and activated, respec-
tively. While LLM without Debate incorrectly esti-
mates that the speech contains cognitive distortion
(of type “Labeling”), LLM with Debate correctly
estimates that the speech does not contain cognitive
distortions.

Recall that in Debate step of ERD, we consider
different prompting techniques to control the be-
havior of the judge agent when making the final
decision. Table 4 shows the effect of such prompts
for three variants:

(1) “ERD without summarization” does not in-
struct judge to summarize the claims of debate and
just directly make decision, (2) “ERD with summa-
rization” instructs judge to summarize the claims
before making the decision, and “ERD with sum-
marization and validity evaluation” instructs judge
to summarize and evaluate the claims of debate
before making the decision. Note that the speci-
ficity is keep improved as we provide more detailed
instructions to the judge agent.

Table 5 shows how the performance improves as
we increase r, the number of Debate rounds used
in ERD. The results show that increasing the num-
ber of Debate rounds led to enhancements in both
the binary F1 score and the multi-class F1 score.
The performance saturates after r = 2, thus better
to use two rounds of debate considering the token
efficiency. This finding aligns with the results pre-
sented in a related work on multi-agent debate of
LLMs, demonstrating a similar pattern in the im-
pact of the number of debate rounds on the model
performance (Du et al., 2023).

4 Conclusion
We introduce ERD, a framework using LLMs to es-
timate the cognitive distortion contained in the user
utterances through three steps: Extracting dis-
torted parts within the utterances, Reasoning the
estimation of the corresponding distortion classes,
and Debating the initial estimation using multiple
agents. Compared with existing baselines only hav-
ing the reasoning step, including the extraction
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Distortion Assessment Distortion Classification
Sensitivity Specificity F1 Score Weighted F1 Score

ERD without Summarization 92.130.38 11.010.66 75.480.23 25.280.46

+Summarization 86.100.58 19.581.36 73.880.36 23.961.05
+Summarization+Validity Evaluation 74.892.31 30.743.92 69.490.62 24.271.14

Table 4: Comparison of ERD with three different prompting options that control the behavior of the judge. For all
three options, the Extraction and Reasoning modules are active in all cases, with differences applied exclusively
to the Debate module. For the first option, judge predicts the cognitive distortion type only based on the debate
process log, without any summarization step. For the second option, judge first summarizes the debate and then
predicts the cognitive distortion type. In the final option, judge summarizes the debate, evaluates the validity of the
claims in the debate, and then predicts the cognitive distortion type. Both summarization and validity evaluation
steps improve the performance in terms of specificity. Note that the number of Debate rounds is set to r = 2.

Metric Round 1 Round 2 Round 3
Binary F1 52.131.25 69.490.62 70.740.44
Multi-class F1 22.791.62 24.271.14 24.830.81

Table 5: F1 scores for different r, the number of Debate
rounds. The performances improve as r increases.

and debating steps improve the distortion classi-
fication performance by 9% and improve the dis-
tortion assessment specificity by over 25%. Such
improvements is crucial to cognitive behavior ther-
apy since ERD is more adept at correctly identifying
cases without distortions, avoiding the pitfall of
over-diagnosing cognitive distortions. Furthermore,
experimental results reveal that we can control the
behavior of ERD with various prompting options.
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Figure 3: Prompts of ERD proposed in this paper.
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Figure 4: The output of ERD for a given speech, when the Debate step is not activated. LLM estimates that the
speech contains cognitive distortion (type “Labeling”) even though it does not.
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Figure 5: The output of ERD for a given speech (same as that shown in Fig. 4), when the Debate step is activated.
LLM correctly estimates that the speech does not have cognitive distortions. This shows the debiasing effect of
adding Debate step in ERD.
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