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Abstract

In the expanding field of language model ap-
plications, medical knowledge representation
remains a significant challenge due to the spe-
cialized nature of the domain. Large language
models, such as GPT-4 (OpenAl, 2023), obtain
reasonable scores on medical question answer-
ing tasks, but smaller models are far behind. In
this work, we introduce a method to improve
the proficiency of a small language model in
the medical domain by employing a two-fold
approach. We first fine-tune the model on a cor-
pus of medical textbooks. Then, we use GPT-4
to generate questions similar to the downstream
task, prompted with textbook knowledge, and
use them to fine-tune the model. Additionally,
we introduce ECN-QA, a novel medical ques-
tion answering dataset containing “progressive
questions” composed of related sequential ques-
tions. We show the benefits of our training
strategy on this dataset. The study’s findings
highlight the potential of small language mod-
els in the medical domain when appropriately
fine-tuned.

1 Introduction

Deep Learning led to a breakthrough in natural lan-
guage processing, reaching human performances
on many tasks like question answering or transla-
tion. However, their performances are still subpar
in complex domains, such as medicine. This do-
main presents unique challenges, mainly due to
its specialized vocabulary, complex concepts, and
fast-changing medical literature. Language-based
medical tasks, such as medical question answering,
require vast knowledge and reasoning abilities to
make correct diagnoses. Traditional language mod-
els (LMs), while effective in general language pro-
cessing, struggle when faced with medical knowl-
edge learning mainly because sufficient data for
medical knowledge is not necessarily readily avail-
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able for training. Moreover, in the context of lan-
guage models, their number of parameters often
plays a pivotal role in performances. Large mod-
els, although powerful, come with high computa-
tional costs and resource requirements, both for
training and inference, making them less accessi-
ble and practical for widespread use. On the other
hand, small models, which are more economical,
face challenges in generalization and adapting to
specialized domains like medicine. These models
require careful fine-tuning to grasp the depth and
breadth of medical knowledge effectively. The di-
versity of general, non-medical datasets on which
LMs are trained poses another challenge. These
datasets, encompassing a wide array of topics and
styles, do not specifically cater to the medical do-
main. As a result, small models trained on such
datasets might fail to develop the necessary under-
standing for answering more specialized medical
questions.

Therefore, we tackle these issues for medical ques-
tion answering tasks. First, we design a new
dataset, ECN-QA. Existing medical question an-
swering (QA) datasets such as MedQA (Jin et al.,
2020) and others (Jin et al., 2019), (Pal et al.,
2022) are usually single-question multiple answers,
which do not encompass the complexity of mak-
ing a medical diagnosis, which requires multiple
turns of questions. Our dataset is based on the
French medical residency examination and con-
tains multiple related questions that require mod-
els to remember previous questions and reasoning
over multiple steps. We then propose a method to
train small to mid-size language models for medical
question answering. We leverage a corpus of medi-
cal textbooks for pre-training. The pre-training set
is enriched with specialized questions generated by
large language models prompted with medical data
from books. This helps to specialize the model on
the target task with a small amount of original data.
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Our code will be made available online.

2 Datasets

2.1 ECN-QA Dataset

We design ECN-QA, a medical question answering
dataset. The questions are collected from FreeCN',
a website established by French medical students
to facilitate ECN (Examen Classant National, the
national ranking exam before medical residency),
with their authorization. This website includes
questions from past exams and additional questions
(“custom” questions) to simulate exam conditions
and aid in studying.

The ECN exams themselves consist of two parts.
The first part, known as Individual Questions (1Q),
features general medicine questions with 5 possible
answers. Among these answers, one or multiple
may be correct, and candidates must identify the
true ones. We display an example in Table 1. The
dataset contains 4481 1Q, 721 of which come from
the historical data of previous exams. The rest,
the “custom” subset, contains 3760 additional 1Q-
like questions created by the FreeCN team to help
students prepare for the exam. The second part
is known as Progressive Questions (PQ), which
features clinical cases. Each PQ consists of an in-
troduction followed by a series of successive ques-
tions. Similar to the 1Q section, these questions
also offer 5 possible answers, with 1 to 5 correct
answers. A single PQ can contain numerous suc-
cessive sub-questions, sometimes more than 20.
We have 1050 sub-questions in all PQ. We show an
example in Table 5 of Appendix E. We also show a
whole progressive question in Appendix E.1. We
use the accuracy as our evaluation metric. Each
proposition in the question is answered separately
and gets a score of 0 or 1. The accuracy is then
averaged over the five propositions, i.e., for one
question, the possible score can be 0, 0.2, 0.4, 0.6,
0.8, or 1.0. For example, in Table 1, if the model
answers a, b, c, e as wrong and d as right, it would
have one error since c is right. The accuracy would,
therefore, be 0.8. If the model answers a and e as
wrong and b, ¢, and d as right, it would also have
an accuracy of 0.8.

All the original data is in French, but all models
are pre-trained using mostly English data. There-
fore, we translate all the questions and answers into
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Question: A woman of Martinican origin has just given
birth. The child’s father is also of Martinican origin.
The child has a cleft lip and palate. With regard to
regulatory newborn screening of this child, what is the
exact proposal(s)? Propositions:

(a) Phenylketonuria is the only disease of amino
acid and organic acid metabolism currently be-
ing screened for newborn in France
General screening test can detect hypothyroidism
of pituitary origin
This couple can refuse the screening after in-
formation
Completion before 48 h of life decreases the
sensitivity and/or specificity of the screening
test
(e) Targeted screening for sickle cell disease is not

indicated in this child

(b)
(c)
(d)

Table 1: Example of Individual Question (IQ) in the
ECN, translated to English. Correct answers are in bold.

English using the Azure Al Translation API%.

2.2 Medical Textbooks

Additionally, we use classical French medical text-
books designed for medical students, containing
comprehensive medical knowledge and established
protocols for managing various medical conditions.
We detail in Section F how we extract sections from
medical textbooks in PDF format.

In total, we worked with 17,509 PDF files. We
grouped text in sections rather than pages, recog-
nizing that a single topic might span multiple pages
and should not be truncated. The sections are de-
fined by the book titles and correspond to chapters
or important parts. This approach resulted in a total
of 234,495 sections. The full dataset is composed
of 174,242,531 tokens (with the GPT-3 tokenizer).
We detail how we extract sections from PDF files
in Appendix F.

We use them for pre-training, and to generate addi-
tional questions, as explained in Section 3.

3 Method

We detail our training strategy in this section. The
strategy is depicted in Figure 1. We detail related
works in the Appendix A.

3.1 Baseline Model

For our baseline, we use the BioMedLM
model (Bolton et al., 2022). This 2.7-billion-
parameter model is built upon the GPT-2 archi-
tecture (Radford et al., 2019) and has been trained
on a substantial corpus of medical and biological

2https: //learn.microsoft.com/en-us/azure/
ai-services/translator/
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data. BioMedLM'’s specialized biomedical tok-
enizer sets it apart, enhancing its comprehension
of specialized terminology. BioMedLM’s training
data contains all PubMed abstracts and full docu-
ments from The Pile (Gao et al., 2020), ensuring
a rich knowledge base. Notably, BioMedLM re-
ported state-of-the-art scores on the MedQA (Jin
et al., 2020) dataset.

However, this model does not possess the scale
needed to achieve impressive zero-shot generaliza-
tion on new tasks, and medical question answering
datasets are limited in scale. Therefore, we aim to
train it on specific high-quality data that resembles
our benchmark. As our training dataset is small
(4967 questions), we propose a method to augment
it with question generation using a large language
model prompted by some medical knowledge ex-
tracted from textbooks.

Clinical cases
generation with

Corpus of medical
textbooks
GPT-4

< ®
s
Al =l

BioMedLM Self-supervised pre-training

Pre-trained weights Next token prediction

ECN-QA
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Figure 1: Our training strategy. Starting from an exist-
ing language model such as BioMedLM, we continue
the pre-training on our corpus of medical textbooks.
Then, we use GPT-4, prompted with knowledge from
the textbooks, to generate clinical cases that are used to
fine-tune the model.

3.2 Questions Generation

Our objective is to create cases that closely resem-
ble genuine ECN cases, as this offers the most
effective training for the model. The format we
desire for these cases closely resembles that of the
progressive questions: an introduction, a list of
questions and their possible answers, with a label
(true or false) for each answer.

To create our clinical cases, we concatenate several
prompts using different approaches. The design
of each prompt begins with adopting the prompt
used by FreeCN, which primarily comprises an
introduction to the task. We refer to this as the pre-
prompt. Next, we compile a list of all the specific
details we want the case to encompass. This list is
informed by the insights of medical experts and the
manner in which they typically structure questions
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for the ECN. We refer to this list as the “constitu-
tion.” When we initially applied this approach, we
encountered somewhat disappointing results. The
clinical cases exhibited two major shortcomings.
First, they often had very similar subjects, caus-
ing the model to struggle to generate diverse cases.
Additionally, the main issue was that the questions
posed were consistently identical, revolving around
topics such as “What is the diagnosis?” or “What
tests would you conduct for confirmation?”” and
“How would you manage the patient?”. To solve
this issue and to introduce diversity in disease sce-
narios, we also supplied it with specific knowledge
that could be utilized to construct these cases. This
section was named the “knowledge part,” and it
drew upon information extracted from sections of
medical books. An example can be seen in An-
nex 4.

We introduce an additional “justification” field.
This component explains why a particular answer
to a question is deemed suitable or not.

We build our pipeline using the OpenAl API, em-
ploying the GPT-4 model (Achiam et al., 2023) to
generate clinical cases. We use the GPT-4 function
calling JSON mode, which allows us to specify the
output structure.

Following this approach, we generated a dataset
with GPT-4, containing about 10,237,240 tokens.
In some instances, the dataset underwent metic-
ulous filtering procedures to rectify issues such
as missing or alternative fields. This approach is
inspired by phi (Gunasekar et al., 2023; Li et al.,
2023) and Orca (Mitra et al., 2023; Mukherjee et al.,
2023).

We gathered feedback and validation from the
FreeCN team, composed of medical doctor stu-
dents, for assistance and insights to ensure the qual-
ity of the questions. The prompt given to GPT-4
is displayed in Appendix B, and an example of a
generated progressive question in Appendix G.

3.3 Pre-training

The initial phase involves pre-training the model on
a dataset, partly composed of medical books and
the additional generated questions. We start from
BioMedLM’s weights and use a next-token predic-
tion loss to pre-train for three epochs. After training
on the books, the model is further trained on the
generated cases. The 160,889 generated questions
are composed of 10,237,240 tokens. The training



is performed on one case at a time and the final loss
is computed only on the model’s answer and jus-
tification. Since the context length of BioMedLM
is 2048, we truncate more prolonged cases. The
training parameters are detailed in Appendix C.

3.4 Fine-tuning

Following the pre-training phase, the next step
is fine-tuning the model on the ECN-QA dataset.
For fine-tuning, the dataset is split into 90 % for
training and 10% for testing set. There are mul-
tiple ways of getting the model to output an an-
swer, for example, generating tokens with a spe-
cific format. However, since generating consistent
word-by-word answers proved challenging for the
model, often resulting in gibberish rather than ac-
curate responses, we opted for a more traditional
approach during fine-tuning. Similarly to previous
work (Bolton et al., 2022), a classification head was
added to the model. It operates at the proposition
level: the model takes as input the question and a
single proposition among the five. It then has to pre-
dict if the proposition is right or wrong, as a binary
classification task. One possible approach to this
binary classification involves predicting a single
scalar value for each answer, training it with binary
cross-entropy, and selecting a threshold value for
inference. Another approach consists of adding the
words “true" or “false" to the end of the sentence,
feeding both sentences to the model, and selecting
the answer with the highest score. Empirically, the
second approach provided the best results. This
modification allowed us to obtain more reliable
responses from the model during evaluation.

4 Results

4.1 Evaluation of GPT models

We first evaluate the GPT models on our dataset
to obtain baseline scores. For both GPT-3.5 and
GPT-4 models, the 2023-12-01 version of the API
is used (available on Azure).

We encountered occasional issues during eval-
uation, where specific prompts may have been
blocked, possibly due to sensitive subjects like pe-
diatric medicine. In such cases, we considered the
model’s response incorrect. The prompts were de-
signed to be straightforward, typically asking the
model to provide a true or false answer. Moreover,
questions were asked in English using the trans-
lated dataset.
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Model Accuracy
GPT-3.5 69.36
GPT-4 79.04
GPT-4-32k 78.97
GPT-4-32k 5 few shot 81.42

Table 2: Results on the all evaluation dataset

The results are presented in Table 2. GPT-4’s
performances on our dataset are similar to those
on MedQA and USMLE, reaching zero-shot per-
formances of around 74% (Nori et al., 2023a).
Overall, GPT-4 and its 32k-context variant is the
strongest model. Additionally, we confirm (Nori
et al., 2023b)’s findings that adding some questions
in the prompt (few shot) increases the accuracy, in
our case, by around 2.5 points.

4.2 Main Results

Model Accuracy
BioMedLM 67.74
BioMedLLM + Books 69.65
BioMedLM + MQG 68.62
BioMedLLM + Books + MQG 70.56

Table 3: Final results for BioMedLLM with various pa-
rameters. MQG stands for Medical Question Genera-
tion. The model is trained on books for three epochs and
on MQG for two epochs. All models are then fine-tuned
on ECN-QA.

The results of our experiments are shown in Table 3.
We report the result of the original BioMedLLM,
as well as models pre-trained on the collection of
books (BioMedLM + Books), pre-trained on the
questions (MQG for Medical Question Generation)
and our complete method (BioMedLM + Books +
MQG). All models are fine-tuned on ECN-QA.

Including books as part of our training data im-
proves the accuracy by approximately 2 points and
the MQG method alone by 1 point. The best ac-
curacy is achieved by combining the pre-training
using books with the question-generation method.
Overall, we significantly improve the baseline with
our full method, getting +3 points in accuracy. We
also surpass the GPT-3.5 model, as shown in Ta-
ble 2.

In Figure 2, we display the number of questions
for each score for our full method and GPT-4. We
observe that our model still lags behind GPT-4.
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Figure 2: Accuracy distribution by question (number of
correct propositions divided by number of total proposi-
tions) on the FreeCN dataset of GPT-4 and BioMedLM
+ Books + MQG

Since the model answers all propositions indepen-
dently and has no knowledge of its answer to other
propositions, the model can contradict itself, which
makes it harder to obtain a score of 1 (i.e. having
the right answer to all propositions). More detailed
statistics per subject are available in Figure 3. Our
method appears less effective on subjects it has not
been trained on, such as pediatrics.

5 Conclusion

We introduced ECN-QA, a novel dataset for medi-
cal question answering that contains a novel type
of exercise: progressive questions. We proposed a
training strategy based on prompted question gener-
ation that improves results over our baseline model,
enabling the model to surpass GPT-3.5 accuracy
with a much lower parameter count.

Potential avenues for improving efficient medical
question answering include increasing the size of
the pre-training dataset and the number of gen-
erated questions and investigating retrieval-based
answering (open-book exam). A model with sig-
nificant capabilities in medical answering can aid
in making informed decisions, especially in time-
sensitive situations where rapid response is crucial.
Such a model can offer up-to-date information, sug-
gest potential diagnoses, and recommend treatment
options based on the latest research and clinical
guidelines.

6 Ethical Concerns

The model was trained on questions designed for
students’ examination, not for a real-world clinical
setting. The generalization of this model to actual
clinical settings is unknown. Indeed the model
has potential biases and limitations in handling
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sensitive and complex medical cases and should
not be used as so on real-world patients.
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A Related Work
A.1 Medical QA Datasets

Various datasets have been developed in medi-
cal question answering (QA). Among these, the
MedQA dataset (Jin et al., 2020) stands out for its
comprehensive coverage of multiple-choice ques-
tions derived from professional medical board ex-
ams. This dataset is particularly significant because
it encompasses many questions, totaling 12,723
items. It aims to evaluate the depth of medical
knowledge encoded in Al models.

Another dataset is PubMedQA Dataset for Biomed-
ical Questions, (Jin et al., 2019). This dataset
uniquely focuses on questions generated from arti-
cle titles and abstracts within the biomedical litera-
ture, excluding conclusions, and provides answers
in a format conducive to yes/no/maybe evaluations.

Further expanding the landscape, the MedMCQA
dataset (Pal et al., 2022) is a large-scale, multi-
subject repository of medical multiple-choice ques-
tions. This dataset has a large scope and relevance,
covering many medical subjects.

A.2 Medical QA Models

Several strategies aim to construct a good model
with high accuracy and reliability of responses on
those medical tests. One method involves leverag-
ing large language models (LLM) such as GPT-4.
Through prompt engineering, (Brin et al., 2023) or
(Nori et al., 2023a) have demonstrated excellent
results on MedQA.

Further exploration into the efficacy of large-scale
models has been conducted, with (Singhal et al.,
2023a) and (Singhal et al., 2023b). These stud-
ies have assessed the performance of such models
on MedQA and across a diverse array of medical
datasets.

Moreover, the landscape of medical QA has been
enriched by initiatives to fine-tune pre-existing
LLMs. For instance, adaptations of Llama 2 (Tou-
vron et al., 2023) have been proposed (Wu et al.,
2023; Chen et al., 2023). These efforts signify a
targeted move towards refining the capabilities of
LLMs to meet the demands of the medical domain,
illustrating a focus on customizing general models
for specialized tasks.

In the context of smaller-scale models, (Bolton
et al., 2022) has been recognized for its superior
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performance. This model stands out as a testament
to the effectiveness of more compact models in
handling medical QA tasks, offering an alternative
to the larger, more complex systems.

B Question Generation

Table 4 shows the prompt we used to generate ques-
tions with GPT-4. The prompt is appended with a
section coming from a medical textbook.

You are a French professor of medicine. You seek to test
the level of medicine of your students. Your task is to gen-
erate 1 to 2 different clinical cases requiring the highest
medical understanding. Each clinical case consists of an In-
troduction and 4-10 multiple-choice questions. They must
be formatted as follows: Introduction, Propositions. Propo-
sitions contain several proposals with a justification and a
field to know if they are correct. The clinical case needs to
be very very hard and accurate. The level of difficulty is 10
out of 10. It should be very hard even for the best students.
And you should have a very detailed justification. The
case should be long with detailed questions and detailed
justification.

The criteria to be met are:

1. The introduction is common to all questions.

2. There must be 4-10 different questions.

3. A question can have 5-10 possible choices.

4. One or more proposals may be fair.

5. Justification must be specific, justified and sourced. It is
very important to have a very good and long justification.
It should be at least 3 lines long.

6. Uses the highest medical level possible.

7. Questions must be diversified to a minimum of 4. They
must deal with the patient’s disease but also with the exam-
inations to be carried out, the follow-up and the possible
developments of the case. They will make the case both
nuanced and complex.

8. The case must be precise or even quantitative. It is a
question of providing as much information as possible, and
the solution to the questions may be found in detail.

9. Cases must be pedagogical and the questions must be
linked to build a complete reasoning.

10. Responses should be directed to prioritize severe and
frequent cases.

11. The student’s expected behaviour is above all to avoid
medical misconduct.

12. The student’s method must be a probabilistic approach.
13. A language model must be able to answer questions.
For example, do not ask the wizard to create images or
audio.

14. The case must be written in English.

15. All fields must be completed.

16. The MA for the drug and the recommendations of
the HAS and ANSM must be respected. In the absence
of recommendations from HAS and ANSM, the current
practices recommended by French speciality colleges and
learned societies will be applied.

HH#

To do that you can use the following information: [Extract
of a medical book]

Table 4: Prompt used to generate progressive questions
with GPT-4
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Figure 3: Accuracy per subject of BioMedLM and GPT-4

C Implementation and training details

For training, we use a node with 4 NVIDIA V100
gpus. The model is pre-trained on books for three
epochs on generated cases for two epochs, and we
fine-tune the final model for 20 epochs. We use a
learning rate of 1.e-4 for pre-training and 2.e-6 for
fine-tuning.

D Additional Results

We show in Figure 3 the accuracies for each topic
of the ECN exam for GPT-4 and our model. Our
model is close to GPT-4 for most subjects and per-
forms worse on subjects that GPT-4 often refuses
to generate questions, like pediatrics. These ques-
tions are from the test set but only come from the
additional questions provided by the FreeCN team.

E Example of Cases

In Table 5, we display the first question of a pro-
gressive question from the ECN-QA dataset, with
the propositions of answer.

Introduction: A 67-year-old man consults for right calf
pain occurring after a walk that the patient estimates to be
350 meters away. He is a retired and sedentary taxi driver.
This patient has been smoking a pack of cigarettes a day
since the age of 30. You follow it for high blood pressure
discovered by a systematic and balanced examination by
perindopril. Blood sugar is normal as well as lipid balance.
Question: What is your main diagnostic hypothesis ?
Propositions:

¢ Obliterating arterial disease of the lower limbs

* Narrow lumbar canal

* Lombosciatica

* Hypokalemia

* Deep vein thrombosis
For the example the following questions are:

* You suspect arterial disease obliterating the lower limbs.
Which of the following semiological elements will
guide the diagnosis towards this hypothesis?

The interrogation confirms the appearance of a pain
when walking with a cramp localized in the right calf.
The pain manifests itself early when the patient climbs
a slope, thus supporting your diagnostic hypothesis of
arterial obliterating disease of the lower limbs. [...] On
the data of this clinical examination, which is(are) the
arterial atheromatous lesion(s) that you should suspect?
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Table 5: Example of PQ in the ECN-QA dataset. This
particular PQ consists of 16 questions, and both this PQ
and the previous IQ section are derived from the 2020
ECN. Correct answers are in bold.



E.1 Full Progressive Question

Here, we display a full progressive question with
all possible answers. Correct answers are in bold

font.

Full example of a progressive question

Introduction: A 54-year-old man, a long-term smoker
who has been hypertensive for 12 years (calcium chan-
nel blocker treatment), consults his attending physician
for an isolated episode of total gross hematuria, with-
out a clot. His other history has been an appendectomy
in childhood. The blood count is as follows: Hb 10.4
g/dL (MCV 78 um3), GB 8 G/L, blisters 247 G/L. Cre-
atinine is 110 umol/L (estimated glomerular filtration
rate of 65 ml/min/1.73 m2). A renal ultrasound showed
a hyperechoic mass of 7 cm on the right kidney.
Questions: What are the elements (present or to be
sought at the interrogation and clinical examination)
that can evoke a malignant tumor of the kidney? (one
Or more correct answers)
* Smoking
¢ Chronic high blood pressure
* Long-term calcium channel blocker treatment
A family history of multiple endocrine neoplasia
¢ Low back pain
Which exam(s) are you asking for as a first line?
¢ Urinary cytology with pathological examination
» Cytobacteriological examination of urine
¢ Serum erythropoietin assay
* Abdominopelvic CT scan with and without con-
trast injection
¢ Ultrasound-guided puncture of the mass
On the cut shown below, what are the True proposi-
tions? (one or more correct anSwers)
¢ This is an abdominal CT scan with injection
e This is a coronal cup
 Structure number 1 is the inferior vena cava
¢ The cut passes through the third duodenum
¢ The number 2 corresponds to the inferior mesen-
teric artery
What are the real propositions? (one or more correct
answers)
¢ The patient must receive red blood cells
* The patient must receive platelet pellets
* In case of transfusion of red blood cells, you would
prescribe O-negative pellets
A search result for irregular agglutinins less than
48 h old must be available
» Since 2003, there has been no risk of transmis-
sion of infectious pathogens through red blood cell
transfusion
What is the real proposal(s)?
* This is acute renal failure
* The glomerular filtration rate must be recalculated
* An obstacle on the contralateral kidney is likely
¢ It may be functional renal failure
¢ An ionogram should be prescribed on a urine
sample
What are the exact proposals? (one or more correct
answers)
* He has moderate chronic renal failure
 His antihypertensive treatment must include an
inhibitor of the renin-angiotensin system
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* The LDL cholesterol target to be achieved is 1.3
g/l
* He must follow a diet containing no more than 1.5
g/kg of protein weight
* Itis necessary to advocate a diet low in fast sugars
What risk(s) does he run?
* Gradual decrease in diuresis
* Increased cardiovascular risk
* Hyperphosphoremia
¢ Erectile dysfunction
¢ Contralateral kidney cancer
What is the True answer(s)?
* The ALD file is completed by the patient and vali-
dated by the medical specialist
* The attending physician must specify in the re-
quest the protocol of care envisaged including
treatments, examinations and consultations
* The medical officer of the Health Insurance
must validate the care protocol
* In case of coverage in ALD, remains the responsi-
bility of the patient only the co-payment
The third-party payer is the part of the care paid by
the insured whether or not he is registered in ALD
What is your interpretation of the electrocardiogram
below?
* Sinus rhythm
* Sino-auricular block
» T-waves suggestive of hyperkalemia
* Expanded QRS Complexes
¢ Left ventricular hypertrophy
To reduce edematous syndrome, what do you recom-
mend at this stage? (one or more correct answers)
* A low-salt diet (less than 6 g/d)
* Water restriction
* A loop diuretic (furosemide)
¢ A thiazide diuretic (hydrochlorothiazide)
* Blood ultrafiltration (start of hemodialysis)
What are the possible cause(s) in the context of the new
biological abnormality observed?
* Excessive calcium intake
 Taking furosemide
* Chronic renal failure
* Secondary hyperparathyroidism
* Bone metastases from kidney cancer
What additional examination(s) do you recommend to
explore this biological anomaly?
* Ionized serum calcium
* Test de PAK
* PTH assay
e PTHrp assay
* Bone scintigraphy
Which proposals are correct? (one or more correct
answers)
* Metastatic cancer is a contraindication to dialysis
* Haemodialysis confers survival advantage over
peritoneal dialysis
» The preparation of an arteriovenous fistula (AVF)
is contraindicated given the prognosis
* A tunneled central venous catheter may be
placed to initiate hemodialysis
* A transplant from a cadaveric donor must be dis-
cussed
In general, regarding living donors, what are the real
proposals? (one or more correct answers)
* Only people with a genetic link to the recipient can
be donors
* Transplantation can be done in incompatible
ABO condition
* Rhesus compatibility must be respected




* HLA incompatibility between donor and recipient
is a formal contraindication

¢ The donor is remunerated on a basis proportional
to the recipient’s waiting time

F Extraction of text from PDF files

We use the Azure AI Document Intelligence API3
to extract text sections from PDF files. The API
returns paragraphs of texts and titles, sorted in read-
ing order, along with tables and figures. We remove
all tables and figures and implement text filtering
algorithms to remove useless paragraphs, like head-
ers, footers, or paragraphs that are just a few char-
acters long.

We then regroup paragraphs in sections based on
the titles and divide them into subsections, or re-
group them, to have sections of similar lengths,
between 500 and 1000 words.

G Generated Progressive Question

Below, we present an example of a progressive
question generated by GPT-4. Correct answers are
in bold font.

Introduction: A 45-year-old female is being admit-
ted to the emergency department. She is complaining
of a severe and sudden headache unlike any she has
ever experienced before. The headache was followed
by episodes of vomiting and photophobia. Her Glas-
gow Coma Scale (GCS) score on admission is 14 and
her physical examination is unremarkable. Computed
Tomography (CT) of the brain reveals subarachnoid
hemorrhage (SAH).

Questions What is the most likely diagnosis in this
patient?

* Ruptured cerebral aneurysm (The presence
of SAH in the setting of a severe, sudden-
onset headache (often described as a "thunderclap
headache’), especially when associated with vom-
iting and photophobia, is highly suggestive of a
ruptured cerebral aneurysm. Other common symp-
toms of SAH due to a ruptured aneurysm include
neck stiffness, altered mental status and cranial
nerve palsies.)

Migraine (While migraines can cause severe
headaches, they do not typically lead to SAH.
Moreover, the acute onset described in the vignette
is uncharacteristic of migraines which usually have
a more gradual onset.)

e Tension headache (A tension headache often
presents as a dull, constant and bilateral headache.
SAH or sudden severe headache is not typical of a
tension headache.)

Cluster headache (Cluster headaches are usually
unilateral, severe, and around the eye, and are asso-
ciated with autonomic symptoms such as tearing,
nasal congestion and ptosis. They do not typically

3https ://azure.microsoft.com/en-us/products/
ai-services/ai-document-intelligence
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cause vomiting or lead to SAH.)

Brain tumor (While brain tumors can cause
headaches, they do not typically present acutely.
Moreover, they generally result in neurological
symptoms and signs that localize to the area of
the brain where the tumor is located rather than
leading to SAH.)

What is the next step in the management of this patient?

Cerebral angiography (Cerebral angiography
is the gold standard for diagnosing cerebral
aneurysms. It can demonstrate the size, location
and morphology of the aneurysm and help plan
intervention. Cerebral angiography is also able to
diagnose other causes of SAH such as arteriove-
nous malformation.)

Magnetic resonance imaging (MRI) (While MRI
may be used to evaluate for other causes of SAH
such as arteriovenous malformations (AVM) if the
angiogram is inconclusive cerebral angiography
is the preferred primary imaging modality in this
clinical scenario.)

Lumbar puncture (Lumbar puncture may be per-
formed when the clinical suspicion for SAH is high
but initial CT scan is negative. Given the positive
CT findings in this case lumbar puncture would
not be the best next steps.)

Blood cultures (Blood cultures are indicated in
patient with suspected infective endocarditis that
can lead to mycotic aneurysms. In this case there
is no clinical suspicion of infective endocarditis.)

Repeat CT scan (A repeat CT scan may be used in
the surveillance of SAH treatment and complica-
tions but it is not the best choice for the acute man-
agement of suspected ruptured cerebral aneurysm
which requires immediate intervention.)

If this patient’s cerebral angiography reveals a va-
sospasm of the cerebral arteries, what is the most ap-
propriate step that should be taken?

Platelet antiaggregation (Platelet antiaggregation
is not the standard management for cerebral va-
sospasm. Studies showed that antiplatelet medica-
tion would lead to a higher rate of rebleeding in
cerebral aneurysm.)

Anticoagulation (Anticoagulation is not the stan-
dard management for cerebral vasospasm as it
could increase the risk of bleeding.)

Calcium channel blockers (Nimodipine, a cal-
cium channel blocker, is the only medication
proven to improve neurologic outcomes in the case
of SAH. It doesn’t prevent or treat the vasospasm
itself but reduces the severity of neurologic deficits
and improves outcome.)

Statins (Although statins have been shown to have
some vasoprotective effects they are not the first-
line treatment for cerebral vasospasm.)
Analgesics (While managing pain is an important
component of care in this patient population anal-
gesics themselves do not treat vasospasm).
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