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Abstract
The use of Machine Learning and Artificial Intelligence in the Public Administration (PA) has increased in the last years. In
particular, recent guidelines proposed by various governments for the classification of documents released by the PA suggest
to use the EuroVoc thesaurus. In this paper, we present KEVLAR, an all-in-one solution for performing the above-mentioned
task on acts belonging to the Public Administration. First, we create a collection of 8 million documents in 24 languages,
tagged with EuroVoc labels, taken from EUR-Lex, the web portal of the European Union legislation. Then, we train different
pre-trained BERT-based models, comparing the performance of base models with domain-specific and multilingual ones. We
release the corpus, the best-performing models, and a Docker image containing the source code of the trainer, the REST API,
and the web interface. This image can be employed out-of-the-box for document classification.
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1. Introduction
EuroVoc is a multilingual and multidisciplinary thesaurus
that has seen a significant rise in its use and importance
in recent years. In particular, the taxonomy used in this
thesaurus has become crucial for a number of activities
of European Public Administrations, shaping the way
information is organized, disseminated, and accessed.
Containing over 7,000 concepts, EuroVoc acts as a reli-
able and efficient indexing system for a vast range of
documents, legislative texts, and reports. Due to this, a
growing number of governmental institutions around
Europe has begun to use it internally for document cate-
gorization.

The Spanish government, for instance, has suggested
the adoption of EuroVoc since 2014 [1], and has more
recently started using it regularly in its official open
data portal,1 and in the Portal de la Administración Elec-
trónica website.2 Similarly, German and French public
administrations are following the same strategy, in the
DCAT-AP.de3 and data.gouv.fr4 portals respectively.
Furthermore, Rovera et al. [2] presented a preliminary
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Figure 1: Screenshot of the web interface.

study that explores the migration of the Gazzetta Ufficiale,
the official journal of records of the Italian government,
towards the adoption of the EuroVoc taxonomy. Similar
initiatives have also grown in other European countries
[3, 4].

In this paper we present KEVLAR, Kessler EuroVoc
Laws and Acts Repository, which aims at fulfilling a num-
ber of purposes.

1. First, we release a collection of more than 8 mil-
lion documents from EUR-Lex, the European
Union’s official web portal, which gives compre-
hensive access to EU legal documents, spanning
more than 70 years of EU legislation (1948-2022),
and covering 24 languages. Over half of these
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texts are already tagged with the corresponding
EuroVoc concepts.

2. Secondly, we perform a series of experiments for
automatic tagging of the documents using the Eu-
roVoc taxonomy, comparing different approaches
and language models.

3. Finally, we develop a web interface (see Figure 1)
and a REST API that anyone (citizen or public
administration) could use both to easily try auto-
matic classification of documents and to integrate
such categorization in any systems that might
need it.

The models used for the web demo and the release
are the best-performing ones we found, as described in
Section 5. All the data and tools (the set of documents
labeled with EuroVoc labels, the models, and the demo
code) are freely available for download.

2. Related work
Several investigations have delved into the categorization
of European legislation using EuroVoc labels. Notably,
the task can be regarded as Extreme Multilabel Classifi-
cation, as recognized in Liu et al. [5].

The JRC EuroVoc Indexer, detailed in Steinberger et al.
[6], stands as a tool facilitating document categorization
through EuroVoc classifiers across 22 languages. How-
ever, the dataset used for this tool [7] is limited to doc-
uments up to 2006. Their method entails the creation
of lemma frequencies and associated weights, linked to
specific descriptors referred to as associates or topic signa-
tures in the research. When classifying a new document,
the algorithm selects descriptors from the topic signa-
tures exhibiting the highest resemblance to the lemma
frequency list of the new document.

Later, You et al. [8] explored the application of Recur-
rent Neural Networks (RNNs) to extreme multi-label clas-
sification datasets, encompassing RCV1 [9], Amazon-13K
[10], Wiki-30K, Wiki-500K [11], and an older EUR-Lex
dataset from 2007 [12]. Attention-based RNNs proved to
be particularly effective, outperforming other methods
in 4 out of 5 datasets.

Chalkidis et al. [13] explored diverse deep learning
architectures for this task. Among these, a fine-tuned
BERT-base model [14] showed the highest performance,
achieving a micro-averaged F1 score of 0.732 (considering
all labels). Furthermore, they released a dataset consist-
ing of 57,000 tagged documents from EUR-Lex.5

One of the most complete contributions to document
classification using EuroVoc is PyEuroVoc, outlined in
Avram et al. [15]. This study employs various pre-trained

5https://bit.ly/eurlex57k

BERT models in 22 different languages, which were fine-
tuned for the task. The source code in Python is publicly
released, but cannot be used out-of-the-box and a known
bug6 may have led to unreliable results.

Some similar recent works on multi-language classi-
fication are described in Chalkidis et al. [16], Shaheen
et al. [17], and Wang et al. [18]. Outside of the EuroVoc
ecosystem, two large-sized legal datasets were released
by Niklaus et al. [19, 20] for language model creation.

Figure 2: Example of EuroVoc taxonomy.

3. Dataset description

3.1. EUR-Lex
The reference for European legislation is EUR-Lex7, a web
portal that grants users comprehensive access to EU legal
documents. It is available in all of the European Union’s
24 official languages and is updated daily by its Publica-
tions Office. Most of the documents present in EUR-Lex
are manually categorized using EuroVoc concepts.

3.2. EuroVoc
EuroVoc’s hierarchical structure is organized into three
different layers: Thesaurus Concept (TC), Micro The-
saurus (MT, previously referred to as “sub-sector” level),
and Domain (DO, previously referred to as “main sec-
tor” level). The TC level is the base level, where all the
key concepts are found. The documents on EUR-Lex are
tagged with labels from this level. Every TC is assigned

6https://bit.ly/pyeurovoc-bug
7https://eur-lex.europa.eu/
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Figure 3: Number of documents per year (with the percentage already tagged with EuroVoc labels highlighted).

to an MT, which in turn is part of a specific DO. For
example, the label “Confidentiality”8 is assigned to the
MT “Information and information processing”, which be-
longs to the DO concept “Education and communication”.
Figure 2 shows a small subset of the EuroVoc taxonomy.

The experiments of this work have been launched on
version 4.17 of EuroVoc. It contains 7,382 TCs, 127 MTs,
and 21 DOs.

3.3. Dataset collection
KEVLAR was collected by downloading the documents
from EUR-Lex. We built a set of tools written in Python
that can be customized to obtain different subsets of the
data (year, language, etc.).

In total, 8,368,328 documents were collected in 24 lan-
guages, 5,158,438 of which are annotated with EuroVoc
descriptors, for a total of 32,021,783 tags. On average, 6.2
tags are associated with each document.

After filtering out these documents,9 around 1.1 million
texts with EuroVoc labels are collected.

Figure 3 shows the number of documents per year in
English. The blue bars show the total number of docu-
ments retrieved for the year, while the orange bars show
the number of documents that were labelled and have
full text. The reduction is quite significant, especially
before the year 2000.
8http://eurovoc.europa.eu/92
9Laws without any EuroVoc concept associated are not useful for
our study. Regarding documents available in PDF format only, one
could extract the text from them using OCR: this could be done in
future work.

4. Experiments
In this section we provide a detailed account of the ex-
periments conducted on document classification with
respect to the EuroVoc taxonomy.

4.1. Deprecated labels and labels
frequency

The EuroVoc thesaurus was initially developed in the
1980s and has constantly been updated and revised. Some
labels started being used much earlier than others, and
some are even deprecated for modern use but are still
present in older documents.10 This means that certain
topics could stop being used in the future, potentially
resulting in concept being replaced or merged with other
existing concepts in future releases of EuroVoc.

Figure 4 shows the total occurrences of deprecated
labels on a yearly basis. The result shows that from
2010 the usage of these labels decreased dramatically
compared to the previous decade.

In addition to this, in EuroVoc labels assignment there
is a strong imbalance in the data. For example, the most
frequent label in the Italian documents, “economic con-
centration" with ID 69, is used more than 13,000 times,
while the least frequent ones were assigned to just one
document.

10https://bit.ly/eurovoc-handbook
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Figure 4: Total occurrence of deprecated labels per year.
Marked in red is the year 2010.

4.2. Data filtering
Given the properties of the dataset described above, espe-
cially with regards to class imbalance, some filtering was
carried out before proceeding with the experiments. First
of all, all labels that have less than 10 samples assigned
to them were filtered out. This number was kept low in
order not to remove too much data and to preserve as
many labels as possible. The threshold of 10 samples per
label is a common reference, as stated in Chalkidis et al.
[13].

Secondly, we filtered examples based on timespan. The
percentage of documents with EuroVoc labels (as com-
pared to the number of documents without them) became
consistent starting from 2004 (see Figure 3), while a num-
ber deprecated labels are still present in documents, es-
pecially prior to 2010 (see Section 4.1). In order to obtain
a more balanced dataset, in our experiments we consider
only documents published in the interval 2010-2022, con-
sisting of 471,801 documents. On average, each law is
labelled with around 6 EuroVoc concepts.

After removing all the labels appearing in less than
10 documents, we removed documents that had 0 labels
associated with them. This resulted in only 3 documents
for each language being discarded. Conversely, more
than 2000 labels out of 6079 were removed using this
filter. It is interesting to note that even by using such
a small threshold relative to the number of documents,
around a third of the labels were discarded, meaning that
1/3 of the labels are barely used by the annotators of EU
legislation.

4.3. Data Splits
To keep our experiments consistent with previous similar
approaches (e.g. Avram et al. [15]), we split the data into
train, dev, and test sets with an approximate ratio of
80/10/10, respectively.

In order to make the training reproducible and to avoid
a single random extraction that could be too (un)lucky, we

repeat the split using three different seeds and a pseudo-
random number generator.

Each partition into train/dev/test is done using Itera-
tive Stratification [27, 28], in order to preserve the con-
cept balance.

Unless differently specified, all the results in the rest
of the paper refer to the average of the values obtained
by our experiments on the three seeds.

4.4. Training
We carry out our experiments using Transformer-based
pre-trained language models. In particular, we use both
BERT-based [14] and RoBERTa-based [29] models.

These families of language models have an intrinsic
limit regarding the maximum number of words present
in a text (usually 512), therefore each record of our data
is created by concatenating the title and the text and then
truncating at 512 tokens. While this might appear to en-
tail a loss of information, Chalkidis et al. [30] have shown
that the utilization of sparse-attention mechanisms, as
exemplified by models like Longformer [31] and BigBird
[32], to extend Transformer-based models for accommo-
dating longer sequences, does not result in performance
improvements in EuroVoc document classification.

Chalkidis et al. [33] found that classification tasks over
the legal domain obtain better performance when pre-
trained on domain-specific corpora. For our experiments,
we focus on five major European languages, for which
legal language models are available: English, Spanish,
French, Italian, and German. For each of them, we test
our dataset using: (i) the best-known base model; (ii)
a monolingual legal model; (iii) the multilingual legal
model proposed by Niklaus et al. [19].11. Table 1 lists the
models for each language.

4.5. Hyperparameter Choice
After some preliminary experiments in which we experi-
mented with the learning rate suggested in Avram et al.
[15], 6e-5, we settled for a learning rate value of 3e-5,
which led to better Macro-F1 results in our preliminary
trials. Similarly, we increased the number of epochs from
30 to 100, as we noticed that the F1 score began to plateau
at around 80 epochs. In each run, we saved the model
with the best validation performance out of all the epochs,
which typically fell within the last 10 epochs (although
the difference between 80 and 100 epochs is relatively
minor).

11joelniklaus/legal-swiss-roberta-large



Base model Legal model
en bert-base-uncased nlpaueb/legal-bert-base-uncased

fr flaubert/flaubert_base_uncased joelniklaus/legal-french-roberta-base

it dbmdz/bert-base-italian-cased dlicari/Italian-Legal-BERT

es dccuchile/bert-base-spanish-wwm-cased joelniklaus/legal-spanish-roberta-base

de bert-base-german-cased joelniklaus/legal-german-roberta-base

Table 1
Models used for the benchmark languages. Base: [en] Devlin et al. [14], [fr] Le et al. [21], [it] Schweter [22], [es] Cañete et al.
[23], [de] Chan et al. [24]. Legal: [it] Licari and Comandè [25], [en] Chalkidis et al. [26], [fr, es, de] Niklaus et al. [20].

5. Discussion
Table 2 shows the classification results in terms of av-
erage macro F1 on the test sets of the three splits (see
Section 4.3). Columns TC, MT, and DO show the result
in terms of Thesaurus Concept (TC), Micro Thesaurus
(MT), and Domain (DO), as described in Section 3.2.

In general, the classifiers achieving the best perfor-
mances are trained on language models based on le-
gal data. With the exception of French, for which the
FlauBERT general model yields comparable results to the
top legal model, the multilingual model introduced in the
work by Niklaus et al. [19] outperforms all other models
in the remaining benchmark languages.

Apart from French MT and DO, all the differences
between the multilanguage model and the other ones are
statistically significant (with a one-tailed 𝑡-test at 0.05).

The bottom part of Table 2 reports the performance of
the multilingual model on the remaining languages.

6. Release and demo
All the data12 and models13 described in this paper are
available for download under the CC-BY 4.0.

In addition to the documents, we also release on
GitHub the code used to train and evaluate the models.14

Given that one of the main objectives of our research
is to offer a comprehensive solution for aiding public
administrations in document classification, we have also
shared the source code for a REST API and a demonstra-
tion interface system (see Figure 1), alongside a Docker
image for effortless deployment.

While the training phase requires GPUs for optimal
performance, the models discussed in this article – ac-
cessible through package installation via Docker – can
be utilized efficiently with CPU processing. Upon tool
installation, users have the flexibility to select the de-
sired languages, allowing only necessary models to be
downloaded and loaded into memory.

12https://bit.ly/kevlar-2024
13https://dh.fbk.eu/software/kevlar-models
14https://github.com/dhfbk/kevlar

A running instance of the API and the web demo is
available for testing purposes.15

7. Conclusions and Future Work
In this paper, we release KEVLAR, an all-in-one solution
for performing the document classification task on acts
belonging to the Public Administration. We collected
more than 8 million documents in 24 languages, com-
pared different BERT and RoBERTa-based models on the
classification of documents with respect to the EuroVoc
taxonomy, and built an out-of-the-box tool for easily
applying the classification to any text.

In the future, we will continue the exploration of novel
methods to address this task with potentially better per-
formance, for example using better-performing models
or exploiting generation-based solutions.
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