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Abstract
Self-care is essential in managing chronic diseases when patients could not always be monitored by medical staff. It
therefore fills in the gap to provide patients with advice in improving their conditions in day-to-day practices. However,
effectiveness of intervention messages in encouraging healthy behaviour is limited, as they are often delivered in the
same manner for patients regardless of their demographics, personality and individual preferences. In this paper, we
propose strategies to generate personalized health intervention messages departing from assumptions made by
theories of social cognition and learning, planned behaviour and information processing. The main task is then
defined as a personalised argument generation task. Specifically, an existing well-performing Natural Language
Generation (NLG) pipeline model is extended to modulate linguistic features by ranking messages generated based
on individuals’ predicted preferences for persuasive arguments. Results show that the model is capable of generating
diverse intervention messages while preserving the original intended meaning. The modulated interventions were
approved by human evaluators as being more understandable and maintaining the same level of convincingness as
human-written texts. However, the generated personalised interventions did not show significant improvements in the
power to change health-related attitudes and/or behaviour compared to their non-personalised counterpart. Data
collected for the model’s training was rather limited in size and variation though.
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1. Introduction

In the context of the global aging population and per-
sistent pressure on healthcare providers to lower
their service costs, self-care eHealth services that
provide health interventions1 increasingly gaining
popularity. Offered health interventions often have
however limited effects on patient motivation, ther-
apy compliance and behaviour or attitude change;
a personalised approach is necessary (Adler et al.,
2016; Kee et al., 2018). The need for personali-
sation comes from two primary sources that are
not necessarily exclusive: gaps in medical and per-
sonal knowledge (Rojas, 2021). Medical knowl-
edge of patients may be insufficient to understand
health intervention texts. Walsh and Volsko (2008)
showed that internet-based consumer-health in-
formation articles were written above the recom-
mended reading levels for the average adult. Per-
sonal knowledge of doctors means that they may
be not aware of individual preferences, emotional
state, social status and lifestyle of their patients.
Knowing certain patient characteristics and prefer-
ences associated with those characteristics doctors
could personalise their messages that are optimal
for their patients (Kee et al., 2018).

Modern Artificial Intelligence (AI) systems en-
able many application scenarios which incorporate
automated online interactions. Recent generative

1According to the World Health Organization (WHO,
2022), self-care interventions are evidence-based tools
used to promote and maintain health, prevent disease
and cope with illness outside of formal health services.

AI methods, in particular Large Language Models
(LLM), offer the possibility of building text genera-
tion agents such as ChatGPT that can provide per-
sonalised content. However, the pre-trained large
models are not suitable for specific applications
without explicit prompting, instructions, re-training
and/or adaption to a particular domain and task.

The study presented in this paper aims first at as-
sessment of personalisation factors that may influ-
ence the interaction quality outcome, i.e. effective-
ness of intervention messages for decision-making
support and high treatment adherence. Our as-
sumptions are based on the key predictions made
by established models of planned behaviour, so-
cial cognition, learning and information process-
ing. We test these assumptions in human-based
study and collect initial data to design our prediction
and generation models. A pipeline model is pro-
posed which modulates medical evidence-based
arguments extracted from PubMed abstracts with
respect to medical and personal knowledge of the
patient. Effects of linguistic modulations are eval-
uated in post-test experiments where human par-
ticipants rate, rank and select messages as most
convincing, understandable, competent and helpful.
Interaction effects between participants’ personal
profiles and message manipulations are assessed.

The paper is structured as follows. Section 2
reviews models of individual and social aspects of
decision making and information processing. We
identify factors that impact the generation of con-
vincing personalised health interventions. Section
3 introduces related NLG work in the field of person-



65

alisation. In Section 4, our methodology, resources
and architecture design are presented. Section 5
discusses pre-testing, implementation and evalua-
tion experiments. Section 7 summarizes our find-
ings, discusses limitations and outlines directions
for future research and development.

2. Aspects of Decision Making and
Behavioural Change

In order to gain patient adherence and motivate
them to change their attitude and/or behaviour, it is
important to identify what communication strategies
are most appealing to them. Knowing patient char-
acteristics and preferences associated with these
characteristics help constructing optimal targeted
intervention messages. It has been observed that
patients prefer a psycho-social model of communi-
cation compared to a biomedical model, which is
more commonly used by medical personnel (Kee
et al., 2018). Thus, along with truthfulness and logi-
cal coherence of the arguments proposed in health
intervention messages, their effectiveness relates
to individual beliefs and intervention delivery as-
pects. Planned Behaviour Theory (Ajzen, 1991)
and Social Learning Theory (Bandura and Walters,
1977) specify factors behind intentions and deci-
sions to change attitude and behaviour comprising
(1) individual attitudes towards behaviour and its
outcomes: perceived importance and perceived
level of readiness; (2) perceived social norms; and
(3) the individual beliefs (confidence) about abilities
to perform and control behaviour and its outcome.
Elaboration Likelihood Model (Cacioppo and Petty,
1984) explains processing of persuasive messages
and factors that facilitate potential attitude change
associated with them. Stereotype Content Model
(Cuddy et al., 2008) predicts the emotions associ-
ated with social groups on perceived warmth and
competence of communicated messages. Theo-
retical predictions made by these models equip us
with initial assumptions concerning the utility of in-
tervention messages in inducing intended potential
attitude and behaviour change. Figure 1 provides
an overview of the basic assumptions tested in this
study.

We assume that the quality of reached out-
comes in terms of therapy compliance, motivation
and attitude/behaviour change will depend on the
content quality of interventions and patient per-
sonal characteristics. These two major factors,
in their turn, depend on the perceived levels of
agency/competence and warmth/communion - the
big two of social cognition (Fiske, 2018).

The level of competence of the arguments pre-
sented in intervention messages are defined in
terms of: (1) quality of the information provided,
e.g. level, expert language use and expressed cer-

tainty level; and (2) framing effects, e.g. presenting
options in positive terms (survival rates for a proce-
dure) or in negative terms (mortality rates for a pro-
cedure). We assume that interventions based on
valid medical evidence formulated in professional,
concrete and confident language, and appropriate
framing effects will be perceived as competent, see
also (Guenoun and Zlatev, 2023).

Personal characteristics influencing the per-
ceived levels of competence and warmth concerns
general characteristics of the communicators (i.e.
power/status, gender and age) and their personal-
ity trait profile (i.e. BIG 5; (McCrae, 1992)). Certain
personality traits could be associated with higher
levels of perceived competence and warmth in hu-
mans and agents. In the line with Dubois et al.
(2016), we expect a fit effect between levels of
competence and warmth of the generated interven-
tions and patient’s preferences on outcome quality:
if the competence and warmth levels match, the
quality would be higher than when there is a mis-
match observed. This is compliant with Elabora-
tion Likelihood Model (Cacioppo and Petty, 1984),
which suggests that potential attitude change in
persuasion could be seen as an act of informa-
tion processing determined by the use of 1) central
route which involves more cognitive processes and
elaborated processing or 2) peripheral route which
involves heuristics and cues pickups in processing
information, based on an individual’s motivation
and abilities. The theory states that when a person
is motivated and able to process a persuasive mes-
sage that reinforces one’s attitude, with a change
in cognitive structure, then likely the central route
would be taken, resulting in an attitude change.
Otherwise, either peripheral route would be taken
to process the message leading to a potential at-
titude shift temporarily, or there would not be an
attitude change.

3. Related Work on Generation of
Natural Language Interventions

Reiter and Dale (1997) proposed a classical NLG
pipeline model that has been widely used and mod-
ified to suit a range of purposes, generating texts
from an abstract goal to specific wordings. The
model includes three components: a Text Planner,
a Sentence Planner and a Linguistic Realiser.

A more recent modification proposed by Pauws
et al. (2019) adapted the data-to-text architecture
for medical domain application. Medical reports
are generated automatically from patient’s clinical
outcomes. Other than the three components in
the classical pipeline, another layer of data analy-
sis before content determination is added, allowing
output to contain different messages according to
one’s clinical outcomes. Here, medical knowledge
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Figure 1: Overview of the key variables and their predicted interplay for health interventions.

was integrated. For example, when one’s blood
sugar is higher than a threshold as in the knowl-
edge base, a warning message is generated and
included in the report.

Mairesse and Walker (2007) implemented a
model based on the classical pipeline model of
Reiter and Dale (1997) to generate dialogues that
mimic people with different levels of extroversion.
Language cues for extroverted and introverted peo-
ple, for example the frequently occurred negations,
were considered. Parameters included, but were
not limited to, self-references, lexicon frequency,
hedge variation and concessions polarity. Two gen-
eration approaches were applied: (1) dialogues
were generated based on the hypothesised param-
eters from previous studies, and (2) over-generating
dialogues and selecting one that is the most similar
to the target level of extroversion. Outputs were
evaluated by human raters in terms of their per-
ceived level of extroversion.

Guenoun and Zlatev (2023) compiled a list of lin-
guistic cues as signals of competence and warmth.
Their analysis showed that the use of infinitive
verbs, nouns and determiners can be considered
as accurate signals to quantify competence appeal,
and the use of personal pronouns, verbs and wh-
determiners as variables to quantify warmth appeal.

We follow the classical pipeline model of Reiter
and Dale (1997), taking the approach of Pauws et al.
(2019) integrating medical domain knowledge for
the persuasive ‘competent’ content, and the over-
generating and matching style applying regression
approaches as by Mairesse and Walker (2007).
Features studied by Guenoun and Zlatev (2023)
are incorporated to quantify perceived competence
and warmth appeals.

4. Methodology

The domain selected for our use case concerns the
treatment of diabetes. To generate health interven-

tions, data were collected from PubMed abstracts
and reports of the American Diabetes Association
with reference to PubMed publications2. Data was
manually segmented into an argument structure
(Mayer et al., 2020), and used for further personali-
sation. For this, a pre-test was designed based on
known persuasive strategies, personality traits and
linguistic features.

In a pre-test, demographic and personality pro-
files of respondents were collected, along with
their judgements of manually modified texts to as-
sess our initial intuition on persuasiveness, un-
derstandability, perceived professionality and per-
ceived helpfulness. Correlations between respon-
dent’s personal profiles and linguistic preferences
inferred from their judgements were analysed. Dis-
covered effects were considered as parameters
predicting one’s preferred linguistic delivery of a
persuasive intervention.

A pipeline generation model has been proposed
to rely on the predicted linguistic parameters re-
lated to the perceived competence and warmth. Ex-
tracted evidence-based arguments were enriched
with alternative medical terms and their definitions
from the Unified Medical Language System (UMLS)
term bank (Bodenreider, 2004).

Finally, the quality of modulated arguments incor-
porated into personalised interventions were auto-
matically evaluated and assessed in a post-test by
human evaluators.

4.1. Data and Pre-processing
Medical claims related to self-management actions
were extracted, see Table 1 for an example. We
assumed that (pre-)diabetic conditions, treatments
and prevention measures are publicly relatively well
known. According to the Centers for Disease Con-
trol and Prevention (2022) large portion of Western
population suffers from diabetes, knows somebody

2diabetesjournals.org

diabetesjournals.org 
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Type Content
Major claim You should minimise alcohol intake.
Claim Minimal alcohol intake lowers
(support) health risk for people with diabetes.
Premise Alcohol intake may place people
(support) with diabetes at increased risk for

delayed hypoglycemia.

Table 1: Example of a PubMed excerpt as an argu-
ment structure of Mayer et al. (2020).

in their family or close social group diagnosed with
it or thinks to have sufficient knowledge about the
disease. For instance, many studies report that the
majority of respondents (up to 97.3% in Italy) had
heard about diabetes (Pelullo et al., 2019). Thus,
initial attitudes and respective potential changes
can be tested rather reliably when assessing the
effectiveness of the generated interventions.

From PubMed abstracts of Randomised Con-
trolled Trials (RCT), 16 major claims concerning
treatment or life quality improvement actions were
selected. Excerpts were manually segmented at
clause boundaries, to fit into the argument structure.
Table 1 illustrates claims and evidence (premise) to
persuade people to “Minimise alcohol intake”. For
each major claim supporting and attacking claims
and at least one premise were generated resulting
in 32 claims and 35 premises in total.

5. Experimental Design

5.1. Pretest
A pre-test is conducted to collect preferences of re-
spondents with various demographics for different
linguistic delivery styles and to test initial assump-
tions that modulations of linguistic features: (1) are
acknowledged by respondents; (2) have effects as
predicted by theoretical models; and (3) lead to
attitude change.

Data: Ten claims were selected for pre-testing:
five are supporting the major claim, and other five
are attacking those. Six variables, known from pre-
vious research, were selected for linguistic modu-
lations and concern Appeal (competence/warmth),
Text length (long/short), Framing (risk/benefit), Lex-
ical complexity (complex/simple), Concreteness
(numbers/textual delivery) and Grammatical voice
(passive/active).

The tested claims were edited manually remov-
ing redundancy and generating the missing either
attacking or supporting counterpart. This resulted
in 12 intervention pairs, where in each pair only
one linguistic variable is modulated.

Questionnaire has been designed comprising
five parts to collect participants profile, to assess
pre-intervention attitudes, to rate individual inter-

ventions, to compare pairs of interventions, and to
identify post-intervention attitudinal change if any.

To design participant’s profile, information about
one’s knowledge/experience with diabetes, gen-
der, age and highest attained education level were
collected. Further, participants were asked to com-
plete an online Big Five Personality Test of Open-
Source Psychometrics Project3 Personality profiles
corresponding to extroversion, neuroticism, agree-
ableness, conscientiousness and openness were
computed.

To assess pre- and post-intervention attitudes,
respondents were asked to rate on a 7-point Likert
scale ten actions that have potentials in improving
one’s diabetic conditions.

To assess intervention arguments, respondents
were presented one major claim together with a
relevant base claim (either attacking or support-
ing) and a premise, and asked to rate them on
how much they agree that the arguments are un-
derstandable, helpful, professional and persuasive
(7-point Likert scale). In pairwise comparison, re-
spondents were given one major claim and a pair
of modulated premises and asked to select one
which fits the best the perceived level of the tested
effects, e.g. perceived helpfulness.

Results: 32 respondents participated in experi-
ments, all English non-native speakers; 58.1% of
respondents were female and 38.7% were male; all
respondents have at least heard of diabetes as a
medical condition; about half of the respondents
were between 16 and 30 years old, 32.3% of them
between 46 and 60 years old, and 12.9% between
31-45 years old; 90% of the respondents have re-
ceived at least one bachelor’s degree and over 30%
had received at least one postgraduate degree.

The pre-test data has provided useful insights
showing that the tested linguistic modulations were
perceived by respondents as intended, and can be
modelled as parameters in personalised interven-
tion generation. However, it was concluded that
a pairwise simple correlation between individual
linguistic variable and profile factor is not sufficient
to adequately quantify targeted modulation extents.
Instead, the interplay between factors should be
taken into account when implementing the person-
alisation model and therefore have contributed to
the choice of incorporating random forest models
in the pipeline model.

5.2. Pipeline Model
The pipeline has two streams, one dealing with
the linguistic content (referred to as NLG Stream),
the other dealing with the user’s personal profile

3https://openpsychometrics.org/tests/
IPIP-BFFM/

https://openpsychometrics.org/tests/IPIP-BFFM/
https://openpsychometrics.org/tests/IPIP-BFFM/
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Figure 2: Architecture of the proposed pipeline model.

Parameter Variables

Appeal to Average of:
Competence VBN tokens / total tokens

NN tokens / total tokens
DT tokens / total tokens

Appeal to Average of:
Warmth PRP tokens / total tokens

VB tokens / total tokens
WDT tokens / total tokens

Numeric delivery local numeric token /
max numeric token

Text length local token count /
max token count

Lexical complexity local average token length
/ max average toke

Table 2: Parameters to modulate linguistic features.
VBN stands for Verb, past participle; NN for Noun,
singular or mass; DT for Determiner; PRP for Per-
sonal pronoun; VB for Verb, base form; WDT for
Wh-determiner.

(referred to as Traits Stream). Additionally, medi-
cal domain knowledge (i.e. UMLS) is consulted to
look up definitions of medical terms. Decisions to
integrate the definition to augment an intervention
argument is made at the post-processing step.

In the Traits Stream, information of the user’s
profile including age, gender and personality traits
scores (Goldberg, 1993) serves as input. Prefer-
ences for designated linguistic variables are pre-
dicted by two Random Forest regression models.
Those are trained on the pre-test data where one
model predicts a rating given an individual’s pro-
file and linguistic features, and the other model
predicts and ranks linguistic features given an indi-
vidual’s profile. As a result, weights are assigned
to respective linguistic features in an intervention
argument and passed for comparison with weights
of the generated options in the NLG Stream.

In the NLG Stream, an excerpt of the same major
claim and premise serve as input. They are pro-
cessed by the sentence aggregation component

based on the BART paraphrase model (Lewis et al.,
2019) which generates interventions of different
lengths with minimal lexical or syntactic changes,
and redundant content removed. Repetitive in-
terventions generated are filtered out by Leven-
shtein distance. The selected interventions are
paraphrased with T5 paraphrase model PARROT
(Damodaran, 2021). In this way, interventions with
a great diversity in lexical, syntactic and potentially
semantic changes are (over-)generated. The lin-
guistic variables of the over-generated intervention
arguments values are assigned, compared with the
predicted values of the corresponding arguments
of the Trait Stream and ranked. The best matching
intervention, i.e. one with the highest predicted rat-
ing and minimal difference between the variables in
linguistic features of the predicted preference and
generated options, is selected for generation and
returned to the user.

5.2.1. Linguistic Features for Personalisation

To quantify linguistic features of the generated inter-
ventions, five parameters were considered: appeal
to competence, appeal to warmth, relative level of
numeric delivery, relative text length and relative
lexical complexity, see Table 2. With reference to
the output of paraphrase generation, values for the
variables were assigned in batches. A batch is
the set of paraphrases generated from the same
intervention claim or premise. For each batch, the
maximal counts of numeric tokens, maximal token
count and maximal average token length were com-
puted. The model looped through all entries in the
same batch and divided the local counts by the
computed maximal counts to assign their relative
level of numeric delivery, relative text length and
relative lexical complexity, resulting in five values
of the five parameters, each between 0 and 1.

To estimate appeal to competence and appeal
to warmth, an average of three local variables
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as listed in Table 2 were considered. For this,
Part-of-Speech (POS) tagging with Python Natu-
ral Language Toolkit (nltk) library was performed,
and count estimates were computed as explained
above. Values of the five parameters, along with a
participant’s profile, were sent to a Random Forest
model to predict a convincingness score for each
of the intervention generated.

5.2.2. Domain Knowledge Integration

The domain knowledge integration component es-
sentially identifies the key medical concepts in the
text and looks up definitions for the respective term
in knowledge base. Keywords and phrases were
extracted as candidates using KeyBERT model
(Grootendorst, 2020) from a pypi package. Sub-
sequently, terms were queried in the Consumer
Health Vocabulary (CHV) term bank with UMLS
API. Given that the CHV is a medical term bank of
common medical terms, if a term was found in CHV,
it was considered unnecessary to provide readers
with additional information about the term as it is
already commonly known. The remaining terms
were queried with the UMLS API in the available
English medical term banks and the term entry with
its respective definitions were retrieved. For sim-
plicity, only the first matching entry was returned.
The list of filtered terms, their first matching term
entry and their respective definitions were passed
on to the final post-processing component for rule-
based term-replacement after suitable intervention
arguments were generated.

6. Evaluation

Intervention Quality as Texts The quality of gen-
erated interventions was assessed automatically
based on cosine similarity and well-formedness.
While cosine similarity assesses the degree of se-
mantic information retained in the modulated in-
tervention message, well-formedness assesses its
grammaticality.

An off-the-shelf similarity model from sentence
transformers (Reimers and Gurevych, 2019) was
used. Semantic similarity scores ranging from 0.8
to 0.97 were obtained for all generated interven-
tion messages when compared to their unmodified
counterparts. These values indicated that the mod-
ulated messages largely retained the information
of the original interventions.

The well-formedness was automatically as-
sessed with the off-the-shelf model of Kumar (2020).
The unmodified interventions got a mean well-
formedness score of 0.5, with a range of approxi-
mately from 0.3 to 0.65. The generated modulated
interventions exhibited larger variations, where their
well-formedness ranged between 0.1 and 0.9. Two-

Figure 3: Mean well-formedness of unmodified and
15 sets of modified intervention messages.

thirds of modulated interventions had a lower aver-
age score than the unmodified ones. 60% of the
modulated intervention messages were within the
range of ±10% of the mean of the unmodified ones.
Figure 3 summarises the results.

Association with Decision Making Aspects
The pipeline model did not specify personalisa-
tion strategies in linguistic features modulation, in-
stead interventions were generated by selecting
preferences expressed in linguistic cues relevant
for decision making aspect. Based on the in-depth
analysis and achieved effects such strategies can
be defined. The following samples of interventions
demonstrate how different syntactic structures, sub-
jectivity, mood, information load and vocabulary
use can be associated with perceptions triggered
by generated interventions.

From pre-defined prompts of “You should [ac-
tion]” for major claims, four patterns of subjectivity
expressions were observed in modified intervention
messages:

(i) identical to the original input of “You should
[action]”;

(ii) “I recommend you [action]”. Both (i) and (ii)
display a higher level of subjectivity and start
with a personal pronoun, where (i) is stronger
in tone than (ii);

(iii) “It is recommended to [action]” is seen as ob-
jective and neutral; and

(iv) “The best . . . is [recommendation]”, para-
phrases statements with a recommended ac-
tion in replacement of a potentially harmful
one.

Modified prompts which differ in subjectivity are
presented in (1):
(1) You should lose some weight.

I recommend you lose weight.
It is recommended to extend the time spent sleep-
ing.
The best replacement for sugar-sweetened drinks
is water.
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Apart from subjectivity, generated interventions
differed in mood, including indicative, imperative,
conditional and interrogative as exemplified in (2) .

(2) It is important to do resistance training and aerobic
exercises. (indicative)
Take zinc supplements to slow the development of
diabetes. (imperative)
If you want your health to improve you should take
supplements that contain b12. (conditional)
Do you have to do a balance exercise? Short-term
structured strength and balance training did not af-
fect HRQoL; there were no significant differences
between groups on the primary outcomes of PCS
score and EQ-5D-5L index score. (interrogative)

Modified intervention messages A and B below
in (3) show how the diversity in language cues may
encourage intended attitude hence behavioural
change.

(3) Unmodified Intervention Message
You should minimize alcohol intake. Minimal
alcohol intake lowers health risk for people with
diabetes. Alcohol intake may place people with
diabetes at increased risk for delayed hypoglycemia.
This is particularly relevant for those using insulin or
insulin secretagogues who can experience delayed
nocturnal or fasting hypoglycemia after evening
alcohol consumption.

Modified Intervention Message A
Reduce the quantity of alcohol. Recommended for
those using insulin or insulin secretagogues who ex-
perience delayed nocturnal or fasting Hypoglycemia
(Abnormally low level of glucose in the blood) after
evening alcohol consumption.

Modified Intervention Message B
It is important that you cut down on your alcohol
consumption. This is particularly relevant for those
using insulin or insulin secretagogues that may ex-
perience delayed nocturnal or fasting Hypoglycemia
(Abnormally low level of glucose in the blood) after
evening alcohol consumption.

Imperative and indicative moods are observed
respectively at sentence beginnings of the two mes-
sages. The imperative mood in A conveys a sense
of certainty and urgency, relevant to a higher level
of perceived readiness according to the Planned
Behaviour Theory (Ajzen, 1991). The expression
“it is important that you” in B is related to the in-
crease of perceived importance in the aspect of be-
havioural intention. Intervention Message B signals
closeness with addressees when using personal
pronouns, encouraging an in-group association of
the warmth appeal in the Stereotype Content Model
(Cuddy et al., 2008).

Diversity in vocabulary use is observed, such
as the replacement of “minimize” to “cut down on”
and “reduce”. They can be seen as presentations

that are more or less colloquial, establishing differ-
ent levels of closeness, which is relevant for the
competence/warmth appeal.

If parameters are set correctly, the model can
personalise texts with a great variation in linguis-
tic features to closely match individual linguistic
preferences or targeted perception effects.

6.1. Post-test
To assess the intended effects of personalisation,
understandability, likeability and convincingness
and the quality of the generated interventions, a
post-test has been conducted. We also assessed
naturalness, perceived redundancy and coherence
of the generated messages.

Data From the 16 major claims presented earlier,
15 were selected for the post-test: eight express-
ing the supporting stance, and the other seven the
attacking stance. The base claims were used as
unmodified interventions and proposed for person-
alisation.

Three types of interventions were tested: (1)
unmodified arguments from medical excerpts; (2)
the best matching intervention generated by the
pipeline model and matching the individual pref-
erences; and (3) the worst matching intervention
generated by the pipeline model and selecting the
least matching individual profile. Note that the best
matching and worst matching interventions vary for
each participant as they were generated based on
their individual profiles.

Five parameters (appeal to competence, appeal
to warmth, relative level of numeric delivery, relative
text length and relative lexical complexity) were
modulated.

Questionnaire Design The post-test was dis-
tributed as a questionnaire with two parts: (1) col-
lection of participants’ profiles in terms of their de-
mographics and personality traits and is identical
to that of the pre-test; and (2) a total of 15 sets
of personalised and at least one non-personalised
interventions were ranked and rated on a 7-point
Likert scale. Additionally, the level of information
retainment was assessed. Three randomly se-
lected unmodified, best and worst matching inter-
vention messages were evaluated on criteria of well-
formedness (coherent and natural), understandabil-
ity, redundancy and likeability (convincing). The
later criteria were meant to test some of the study’s
hypotheses in the perception of personalised lin-
guistic delivery.

Results 21 respondents participated in the study.
All respondents were required to have at least heard
of diabetes as a medical condition and have not
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Evaluation Criterion Preference Matching Setting
Best Worst Unmodified

Text Quality Evaluation
Coherence 4.73* (± 1.5) 4.70* (± 1.6) 5.67 (± 1.5)
Naturalness 4.36* (± 0.2) 3.93* (± 0.1) 5.83 (± 0.3)
Redundancy 2.20* (± 1.6) 2.53* (± 1.5) 3.17 (± 1.7)
Perception Evaluation
Likeability 4.37 (± 1.7) 4.31 (± 1.4) 4.53 ( ± 1.6)
Understandability 4.86* (± 1.9) 5.27 (± 1.7) 4.33 (± 1.7)
Convincingness 4.73 (± 1.5) 4.70 (± 1.5) 5.67 (± 1.8)

Table 3: Overview of the average ratings in text
quality and perception evaluation experiments on
the 7-point Likert scale. * marks statistically signifi-
cant differences when compared to an unmodified
intervention argument. Standard deviation is pro-
vided in brackets.

participated in the pre-test. 15 respondents suc-
cessfully completed both parts of the questionnaire,
all of them were between 16 and 30 years old, with
53.3% male and 46.7% female; 93.3% of the respon-
dents have received at least one bachelor’s degree
and 13.3% have received a master’s degree.

The results showed that the generated interven-
tions were rated as more understandable than un-
modified ones, see Table 3. This is most probably
due to the simplification and added definitions of
medical terms. Results show statistically signif-
icant differences where the best matching rated
approximately 30% higher than unmodified ones in
understandability (p=0.049).

Likeability fluctuates between test sets (Figure
4), which may be a result of the instability in para-
phrasing quality. Nevertheless, results show that
the likeability of the generated interventions is at
least competitive with that of the unmodified argu-
ments. The mean ratings of the five sets show that
the three types of interventions were rated similarly
in terms of likeability, where the unmodified ones
receive the highest and the worst matching ones
the lowest scores.

In both rating in ranking tasks, unmodified inter-
ventions are rated as the most redundant and best
matching texts are the least redundant.

The rated naturalness and coherence of the mod-
ified interventions are noticeably lower than human-
written unmodified texts. The results are under-
standable given the lack of grammatical and se-
mantic check in selection of paraphrases. There
are no statistically significant differences observed
in convincingness of generated modulated and un-
modified interventions, suggesting that the auto-
matically generated messages are at least not less
convincing after the performed modulations.

According to the post-test results, interventions
generated by the model are in general less redun-
dant, more understandable and as likeable and
convincing as the unmodified arguments. However
they are less natural and potentially less coherent.

Figure 4: Average likeability ratings.

7. Discussion and Conclusion

This study evaluated the argument generation ap-
proach for medical domain application in person-
alising intervention messages. A pipeline model
was implemented to process health interventions
containing medical evidence based arguments and
convert them into personalised health intervention
messages. Medical domain knowledge is inte-
grated to simplify and explain medical terms for
higher understandability.

The implemented model was evaluated and pro-
duced good quality health interventions. Despite
perceived as less natural, modulated interventions
were rated by human evaluators as likeable and
convincing as the unmodulated ones, while per-
forming better on understandability and concise-
ness criteria.

Modulated interventions exhibited a high diver-
sity in lexical and syntactic structures given different
profiles, which potentially can be used to specify
various persuasion strategies. Currently, no mod-
ule in the model that defines or selects persuasive
strategies is designed.

Further work is required to improve system’s per-
sonalisation capabilities. Personalisation factors
are numerous and show complex interplay, these
additional effects need to be analysed in a more
detailed study with higher number of participants of
various demographics, personalities and emotional
states. Real patient data recorded in authentic
doctor-patient communicative settings is ideal but
hard to obtain. We, therefore, opt for better patient
simulations and simulations of interactive situations
which will allow better experimental control.
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