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Abstract

Documentation is a regular part of contemporary healthcare practices and one such documentation task is the
creation of a discharge summary, which summarizes a care episode. However, to manually write discharge
summaries is a time-consuming task, and research has shown that discharge summaries are often lacking quality in
various respects. To alleviate this problem, text summarization methods could be applied on text from electronic
health records, such as patient notes, to automatically create a discharge summary. Previous research has been
conducted on this topic on text in various languages and with various methods, but no such research has been
conducted on Swedish text. In this paper, four data sets extracted from a Swedish clinical corpora were used to
fine-tune four BART language models to perform the task of summarizing Swedish patient notes into a discharge
summary. Out of these models, the best performing model was manually evaluated by a senior, now retired, nurse
and clinical coder. The evaluation results show that the best performing model produces discharge summaries of
overall low quality. This is possibly due to issues in the data extracted from the Health Bank research infrastructure,
which warrants further work on this topic.

Keywords: Patient Discharge Summaries, text summarization, clinical text, Natural Language Processing,

Transformer, BART, synthetic text, negative results

1. Introduction

For clinicians in contemporary healthcare, docu-
mentation is a regular part of the daily tasks. One
documentation task is the writing of discharge sum-
maries. A discharge summary is a document cre-
ated at the end of a care episode, such as a hos-
pital admission, and documents that care episode
(Scarfield et al., 2022). In this way, the discharge
summary serves as one of the main tools of com-
munication between secondary and primary care
(Unnewehr et al., 2015).

Unfortunately, manually writing discharge sum-
maries is a time-consuming process (Unnewehr
et al., 2015), and as a consequence they are not
always produced in time (Kripalani et al., 2007; Hor-
witz et al., 2013). Moreover, even when discharge
summaries are made available in a timely manner,
they are often of lacking quality in various respects
(Kripalani et al., 2007; Unnewehr et al., 2015; Yemm
etal.,, 2014; Callen et al., 2008; O’Leary et al., 2006;
Braet et al., 2016).

Text summarization could potentially be applied to
automatically summarize the text(s) which make
up a hospital care episode, such as patient notes,
into a discharge summary.

In recent years, state-of-the-art results have been
achieved in text summarization with the use of
Transformer-based language models (Alomari et al.,
2022). One such model, and one which has
achieved state-of-the-art results, is the Bidirectional

Auto-Regressive Transformers (BART) model (Alo-
mari et al., 2022), which is the model used in this

paper.

2. Related Research

Previous research employing extractive text sum-
marization (ETS) to summarize patient notes into
discharge summaries has been conducted on
Finnish data using various language independent
methods such as distributional semantics and
specifically the random indexing method (Moen
et al., 2016). Using Chinese data, previous re-
search has employed various neural network based
methods for ETS (Xiong et al., 2019).

Previous research using abstractive text summa-
rization (ATS) has been conducted more frequently.
Here, the MIMIC-I1l data set (Johnson et al., 2016)
has been frequently explored with various meth-
ods, such as using recurrent neural networks (Diaz
et al., 2020) and different Transformer-based lan-
guage models (Hartman and Campion, 2022; Zhu
et al., 2023; Pal, 2022). Summarizing data from
Japanese electronic health records (EHRs) has
also been explored (Ando et al., 2022).

In addition to the research done on this topic with
ETS or ATS, research with hybrid text summariza-
tion (HTS) has also been performed. Here, the
MIMIC-III data set has also been explored using
different combinations of recurrent neural networks,
Bidirectional Encoder Representations from Trans-
formers (BERT) models, and BART models (Shing
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etal., 2021).

3. Knowledge Gap

As described in the Related research section, the
task of summarizing patient notes into a discharge
summary has been explored in various languages
in previous research. However, to the best of the
authors’ knowledge, no research has previously
been conducted on summarizing Swedish patient
notes into discharge summaries.

4. Methods

4.1. Data

In this study, data from the research infrastructure
Swedish Health Record Research Bank' (Health
Bank), held by the Department of Computer and
Systems Sciences (DSV) at Stockholm University
(Dalianis et al., 2015), was used for fine-tuning a
BART language model. Health Bank covers pa-
tient data from over two million patient, extracted
from the Karolinska University Hospital, Sweden,
between 2006 and 2014. All patient notes used in
this research had been automatically de-identified
and anonymized.

4.1.1. Data Set Structure

The data from Health Bank used in this paper is the
so-called Stockholm EPR Gastro ICD-10 Pseudo
Corpus Il (hereinafter Corpus Il) data set. 2 (Lam-
proudis et al., 2023), which consists of 351 730
patient notes, one row per note, in total 65 258 438
tokens, and encompasses 120 929 patients. Of
these 351 730 notes, around 79 006 (22.4%) are
discharge summaries. Each note is comprised of
6 columns, which are described below:

* patientnr, a unique serial number identifier
for the patient which this patient note concerns.
This identifier has no connection to any real-life
identifier for the patient.

* template_name, a string identifier for the
template used in the system which was used
to create this patient note.

* template_id, an integer identifier for the
template used in the system which was used
to create this patient note.

* recordnote_id, a unique serial number
identifier for this particular patient note.

* codes, the ICD-10 code(s) associated with
this patient note, such as a diagnosis given to
the patient at discharge.

* full_note, the free-text note written by the
author of this patient note.

'Health
healthbank

2This research has been approved by the Swedish
Ethical Review Authority under permission, Dnr 2022-
02386-02

Bank, http://www.dsv.su.se/

Furthermore, the data set used in this paper did not
have any internal structure or relationships, such
as grouping of patient notes into care episodes,
or any connection between patient notes and their
corresponding discharge summary.

4.2. Model Used to Generate Discharge
Summaries

As stated in the Infroduction chapter, this paper
makes use of a BART model to generate dis-
charge summaries from patient notes. Specifically,
a publicly available BART model® pre-trained on
around 80 GB of Swedish text and developed by the
Swedish National Library was fine-tuned on data
from the Health Bank to perform the task of sum-
marizing patient notes into discharge summaries.
This model is referred to as KB-BART in this paper.

4.3. Data Pre-Processing

As described in section 4.1.1, there were no explicit
relationships between patient notes, or between
patient notes and discharge summaries. Thus, es-
tablishing what patient notes together form a care
episode, and what discharge summary is related
to that care episode, had to be done before the
KB-BART model could be fine-tuned.

This task was performed first by sorting all patient
notes first by the pat ientnr column, and then by
the recordnote_id column in order to group pa-
tient notes belonging to one patient in chronological
order. Then, all patient notes occurring chronolog-
ically between two discharge summaries where
grouped as a care episode, and paired with the
latter discharge summary.

After this pairing had been performed, the
full_note column of all patient notes in a care
episode associated with a discharge summary were
concatenated together to form one text containing
the entire care episode. Then, pairs where the text
of the discharge summary was longer then the text
of the care episode were discarded as this signi-
fied that the discharge summary did not actually
summarize the care episode.

Once the pre-processing described above had
been performed, the resulting care episode-
discharge summary data set was used for fine-
tuning the KB-BART model. Thus, the data set
resulting from this pre-processing will be referred
to as the fine-tuning set hereafter in this paper.

4.4. Fine-Tuning of the KB-BART Model

The process of fine-tuning the KB-BART model
for the task of summarizing patient notes into dis-
charge summaries was done in several steps. First,
the fine-tuning set was split into four subsets via

SKB-BART, https://huggingface.co/KBLab/
bart-base-swedish-cased
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different methods of filtering out low quality sam-
ples. These subsets are in this paper referred to as
FULL, FILT1, FILT2 and METR, and were created
in the following ways:

» The FULL subset was created by including all
care episode-discharge summary pairs. Thus,
it is identical to the full fine-tuning set.

» The FILT1 subset was created by picking the
pairs in the full fine-tuning dataset where at
least one term in the care episode also existed
in the corresponding discharge summary.

» The FILT2 subset was created was created in
the same way as FILT1, butinstead of one term
needing to be present in both the care episode
and the discharge summary, 15% of all terms
in the care episode needed to be present in
the discharge summary in order to be included
in the FILT2 subset.

» The METR (short for "metrics" subset) was cre-
ated by applying the three metrics Semantic
coherence, Topic similarity, and Redundancy
(Bommasani and Cardie, 2020). Care episode-
discharge summary pairs which fell under cer-
tain thresholds in these three metrics were fil-
tered out to create the METR subset, as this
indicated low quality samples in text summa-
rization (Bommasani and Cardie, 2020).

Additionaly, for both FILT1 and FILT2, all patient
must have been created from more than one patient
note.

Each subset was split into a training set, a valida-
tion set, and a test set, consisting of 80%, 10%, and
10% of the data respectively. For each of these con-
structed subsets, a KB-BART model, identical for
each subset, was fine-tuned based on the training
set of that subset. In this way, four different fine-
tuned KB-BART models were created, in order to
see what subset produced the fine-tuned KB-BART
model with the highest performance.

4.5. Evaluation of the Model Performance

In order to evaluate the performance of the four
fine-tuned models, two types of evaluation were
used: one automatic evaluation and one manual
evaluation.

The automatic evaluation was based on Recall-
Oriented Understudy for Gisting Evaluation
(ROUGE) (Lin, 2004), calculated on the test set of
the subset which the model was trained on. The
average ROUGE-1, ROUGE-2, ROUGE-L, and
ROUGE-S scores of the discharge summaries
generated from the test set by the models were the
main measurement of this evaluation. Furthermore,
the results of the model which achieved the highest
ROUGE scores were then compared against two
benchmarks: Oracle and Random, derived from a
similar work (Moen et al., 2016).
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The Oracle benchmark is based on extractive text
summarization and generates summaries by pick-
ing the sentences which maximize the ROUGE-2
F-score in regards to an existing summary, until
a given length threshold is reached (Moen et al.,
2016). This benchmark is not usable in any real-life
scenario as it relies on the presence of an existing
summary (which defeats the purpose of generating
a summary) but it has its’ uses as a benchmark
to beat as it likely generates summaries with high
ROUGE scores.

The Random benchmark is also based on extrac-
tive summarization, and generates summaries by
randomly combining sentences until a given length
threshold is reached (Moen et al., 2016). This
makes it a benchmark which any sensible sum-
marization method should be able to outperform.
In this comparison, discharge summaries were gen-
erated by the benchmarks from the test set of the
best performing model. Then, ROUGE scores were
calculated based on these discharge summaries
in order to compare them to the average ROUGE
scores of the best performing model.

The manual evaluation was performed by a now re-
tired senior nurse and clinical coder, and Swedish
native speaker with several years of working ex-
perience (in this paper referred to as the evalua-
tor). The evaluator manually reviewed ten randomly
selected discharge summaries, generated by the
model with the highest performance in the auto-
matic evaluation, according to 12 criteria. Out of
these 12 criteria, ten originated from a previous
work where a similar manual evaluation was per-
formed (Moen et al., 2016). Two criteria (criterion
9 and criterion 10) were added in order to evaluate
potential hallucinations present in the generated
discharge summaries. The criteria used for the
manual evaluation are available in Table 1.

5. Results

5.1. Fine-tuning Set and Subsets

The pairing of care episodes to discharge sum-
maries resulted in a fine-tuning set consisting of
20 345 care episode-discharge summary pairs.
From this fine-tuning set, four subsets were derived,
consisting of 20 345, 12 494, 2 575, and 7 722 care
episode-discharge summary pairs, respectively.

5.2. Evaluation of the Model Performance

In the automatic evaluation, the mean ROUGE
scores of the highest performing model was com-
pared against two benchmarks. The results of this
evaluation is available in Table 2. Based on these
results, the model based on the FILT2 subset per-
forms best out of all the fine-tuned models. Thus,
this model was further evaluated in the manual
evaluation.



The implications of the results of the manual evalu-
ation are described in section 6.2.

6. Discussion

6.1. Automatic Evaluation

The results from the automatic evaluation shows
that model fine-tuned on the FILT2 subset outper-
forms the other models in terms of all measured
ROUGE score metrics.

Furthermore, the FILT2 model outperformed the
Random benchmark as well, which is positive as
this implies that the FILT2 model is better than ran-
domness. However, since the margin with which
the FILT2 model outperformed the Random bench-
mark is not very significant, this implies that this
model is not substantially better than randomness.
Moreover, the FILT2 model was outperformed by
the Oracle benchmark in terms of all measured
ROUGE score metrics, but even here it should be
noted that the margin with which Oracle outper-
forms the FILT2 model is not very significant. This
implies that the FILT2 model approaches the upper
bounds of what is achievable on the FILT2 subset
test set (Moen et al., 2016).

6.1.1. Comparison to Previous Research

In terms of the ROUGE scores, the results of the
FILT2 model is generally lower than the results
reported in similar previous research in almost all
cases for all metrics measured in this paper, see
Table 3.

6.2. Manual Evaluation

Based on the results from the manual evaluation it
can be stated that the FILT2 model is prone to not
include clinically important information in the dis-
charge summaries that it generates when this infor-
mation is available in the care episode that is being
summarized. Based on the manual evaluation, the
likelihood of including clinically important informa-
tion differs depending on the type of information
being summarized, with reason for admission and
long-term diagnosis being least, and most, likely
to be included in a generated discharge summary,
respectively.

Furthermore, the discharge summaries generated
by the FILT2 model are also prone to include hallu-
cinations of a severe nature in the discharge sum-
maries that it generates. Moreover, based on the
manual evaluation, discharge summaries gener-
ated by the FILT2 model are lacking when it comes
to readability, as the flow and overall content of the
text was deemed to be very poor by the evaluator.

6.3. Aptitude of Data Set

As previously stated, the data set used in this pa-
per consisted of only six columns, had no explicit

grouping of patient notes into care episodes or con-
nection between care patient notes and discharge
summaries. Furthermore, basic information such
as the when, where, and by whom the patient notes
were written was not present in the data set.

As a result, the task of grouping the patient notes in
the data set together into care episodes, and then
pairing those care episodes together with the cor-
rect discharge summaries was largely performed
on the basis of assumptions. Thus, there is no guar-
antee that all, or even a majority of, care episodes in
the data set have been correctly established and/or
paired with their respective discharge summary.

7. Conclusions

7.1. Performance of the Fine-Tuned
Model

In this paper, four instances of a BART model pre-
trained on Swedish text were fine-tuned on four
variations of a data set consisting of care episode-
discharge summary pairs written in Swedish, ex-
tracted from the Health Bank research infrastruc-
ture, for the task of summarizing patient notes into
discharge summaries. Based on an automatic eval-
uation, as well as a manual evaluation performed
by a senior nurse and clinical coder, it can be con-
cluded that the best performing fine-tuned BART
model resulting from the work in this paper pro-
duces discharge summaries with severe shortcom-
ings. Thus, this model is far from ready to be used
in any real-life clinical setting.

7.2. Future Work

Since this is the first work to be conducted on the
topic of automatically summarizing Swedish patient
notes into discharge summaries, there are many
possible directions for future work.

Firstly, while some efforts are made in this paper
to correctly group patient notes together into care
episodes, and then pair these with the correct dis-
charge summary, future work should explore further
efforts to more accurately perform this task. This
task could either be performed with the current Cor-
pus Il data set, or aim to extract more data in the
form of additional columns from Health Bank in
order to alleviate this task.

Secondly, future work should explore the possibil-
ities of using other text summarization methods
with the Corpus Il data set, such as Extractive Text
Summarization, ETS or Hybrid Text Summarization,
HTS. Perhaps of particular interest is HTS as it has
shown good results in previous research on this
topic (Shing et al., 2021).

Finally, future work should explore the possibility
of replacing the KB-BART model used in this work
with a similar model pre-trained on Swedish clinical
text, rather than the "regular" Swedish text that
KB-BART is pre-trained on. This is relevant as
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[ ID [ Question | Rating \
1 Sender Yes= 1, No=10
2 Reason for admission Yes=1,No=10
3 Long-term diagnosis Yes= 1, No=0
4 Procedures Yes=1,No=10
5 Tests Yes=1, No=0
6 Medication Yes= 1, No=10
7 Health status at discharge Yes=1,No=0
8 Plans for the future Yes= 1, No=0
9 Does the summary contain information that cannot | Yes=1,No=0
be traced back to the source notes?
10 | If the question above is true, how serious is 0.0 —-1.0
the incorrect information contained in the Trivial= 0.0,
summary? Severe= 1.0
11 | Readability: how good is the flow of the text? 0.0-1.0
Bad= 0.0,
Excellent=1.0
12 | Readability: how good is the content of the 0.0-1.0
summary? Bad= 0.0,
Excellent=1.0

Table 1: Evaluation criteria for manual evalation. Partially adopted from (Moen et al., 2016, p. 8).

[Model [n [Rl_[R2 [RL [RS |
FULL | 1491 | 0.197 | 0.042 | 0.099 | 0.034
FILT1 1170 | 0.202 | 0.041 | 0.099 | 0.036
FILT2 | 227 | 0.280 | 0.057 | 0.122 | 0.068
METR | 554 | 0.195 | 0.043 | 0.096 | 0.033
Oracle | 227 | 0.300 | 0.090 | 0.128 | 0.074
Random | 227 | 0.260 | 0.045 | 0.110 | 0.058

Table 2: Performance of the models on respec-
tive test set, along with benchmark performance
on FILT2 test set. Best score per metric among
fine-tuned models in italic. Best score per metric
overall in bold. All values rounded to three deci-
mals. R7=ROUGE-1, R2=ROUGE-2, RL=ROUGE-
L, RS=ROUGE-S.

previous research has shown that this approach
can increase performance in downstream tasks
(Jerdhaf et al., 2022). In doing this, the potential
increase in the fine-tuned model’s performance on
data from the Health Bank can be explored.

One interesting observation is the easiness to gen-
erate clinical language using the KB-BART model.
This could prove to be an entrance point to generat-
ing large amounts of clinical text for use as training
data, and should be explored further. However, the
ethical issues in regards to the risk of generating
text containing personal information in violation of
the General Data Protection Regulation (GDPR)
must be considered.

The data used for this article is available from
Health Bank for academic use after registration by
the user. The full work behind this paper is detailed

Work R1 R2 RL
Abstractive

(Diaz et al., 2020) 0.950 | 0.940 | 0.950
Hartman and Campion* | 0.395 | 0.105 | 0.184
(Zhu et al., 2023)** 0.362 | 0.202 | 0.358
(Pal, 2022)*** 0.383 | 0.238 | 0.349
(Ando et al., 2022) 0.153 | 0.196 | 0.121
This paper 0.280 | 0.057 | 0.122
Extractive

(Moen et al., 2016) 0.382 | 0.184 | 0.367
(Xiong et al., 2019) - - 0.629
Hybrid

(Shing et al., 2021)**** 0.524 | 0.409 | 0.511

Table 3: Comparison with previous research.
* (Hartman and Campion, 2022). Results from the
so-called "truncation approach”, as this is the most
approach most comparable to the approach in this
paper. ** Results from the so-called DISCHARGE
set, as this is the most approach most comparable
to the approach in this paper. *** Results from the
so-called Setup 1 set, as this is the most approach
most comparable to the approach in this paper, as
well as one of the highest performing. **** Aver-
aged results across sections from RNN+RL ext +
BART model, to give a comparison across all sec-
tions of the EHR, as this paper does, for the best
performing model.

in the first author’'s master’s thesis (Berg, 2023).
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