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Abstract
The lack of standardized evaluation benchmarks in the medical domain for text inputs can be a barrier to widely
adopting and leveraging the potential of natural language models for health-related downstream tasks. This paper
revisited an openly available MIMIC-IV benchmark for electronic health records (EHRs) to address this issue. First,
we integrate the MIMIC-IV data within the Hugging Face datasets library to allow an easy share and use of this
collection. Second, we investigate the application of templates to convert EHR tabular data to text. Experiments
using fine-tuned and zero-shot LLMs on the mortality of patients task show that fine-tuned text-based models are
competitive against robust tabular classifiers. In contrast, zero-shot LLMs struggle to leverage EHR representations.
This study underlines the potential of text-based approaches in the medical field and highlights areas for further
improvement.
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1. Introduction

Recent advancements in natural language process-
ing (NLP) and information retrieval (IR) tasks have
been significantly driven by Transformers-based
models, such as BERT (Devlin et al., 2018) and
RoBERTa (Liu et al., 2019). These models have
been trained on raw linguistic information with min-
imal supervision. Furthermore, the emergence of
large language models (LLMs), such as ChatGPT
(Achiam et al., 2023) and Llama 2 (Touvron et al.,
2023), has extended these capabilities by scal-
ing in parameters size and training data. In the
medical domain, applying LLMs has emerged as a
novel tool for patients and healthcare practitioners
(Meskó and Topol, 2023). For example, electronic
health records (EHR), composed of non-linguistic
information such as laboratory measurements, pro-
cedures, and medication codes, are translated into
linguistic reports using these models (Van Veen
et al., 2023). However, it is still unclear how useful
EHR model representations are in non-linguistic
tasks. Beyond privacy concerns, the critical issue
preventing the broad adoption of LLMs in for this
problem is effectively transforming patient struc-
tured information from the raw EHR format to a
linguistic unstructured format that can leverage the
potential of LLMs’ text-based representations. Ex-
isting Transformer-based models for patient data,
such as TransformEHR (Yang et al., 2023) and
BEHRT (Li et al., 2020), have adapted their archi-
tecture to consider tabular input data. However,
this process requires a costly pre-training step that
does not take advantage of the advancements in
improved LLMs and free EHR benchmarks such

as MIMIC IV (Johnson et al., 2023). The latter pro-
vides large-scale intensive care unit (ICU) patient
data in a tabular form related to established cohorts
used in different downstream tasks (e.g., mortality
patient classification). Consequently, we argue that
improving the accessibility of these resources to
meet the models’ evolution is crucial for the field.

In this paper, we propose a simple but ef-
fective methodology to standardize the MIMIC-
IV benchmark towards using state of the art
(SOTA) Transformer-based architectures (BERT,
DistilBERT (Sanh et al., 2019) and RoBERTa), and
LLMs (Llama 2, Meditron (Chen et al., 2023)) for
health-related predictive tasks. For this purpose,
we identify six main groups of features on the ICU
data and propose a template-based data-to-text
transformation. Thus, we are able to provide a text
document input that summarizes the patient’s ICU
entry. Additionally, and for the sake of reproducibil-
ity, we provide a Hugging Face datasets object1
that automatically produces a clinical cohort in the
desired textual format2. Our main contributions are
as follows: 1) A standard MIMIC-IV benchmark,
integrated into the Hugging Face datasets library,
allowing flexible use of the EHRs representation in
health-related downstream tasks; 2) A comprehen-
sive set of experiments using eight different mod-
els for evaluating the effectiveness of our revisited
MIMIC-IV benchmark on the mortality classification
task.

1https://huggingface.co/docs/datasets/index
2Publicly available at https://huggingface.co/

datasets/thbndi/Mimic4Dataset

https://huggingface.co/docs/datasets/index
https://huggingface.co/datasets/thbndi/Mimic4Dataset
https://huggingface.co/datasets/thbndi/Mimic4Dataset
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2. Background and Related Work

2.1. MIMIC Collections and Benchmarks
The Medical Information Mart for Intensive Care
(MIMIC) collection (Johnson et al., 2023; Johnson
et al.) is one of the largest and most recent EHR
datasets. It includes more than 250,000 patients
admitted to intensive care at Beth Israel Deaconess
at Boston’s Beth Israel Deaconess Medical Center.
For each patient, details of the full journey in the
ICU are available in a deidentified form for privacy
concerns3. The current version is the MIMIC-IV
collection (Gupta et al., 2022) which collect patient
data between 2008-2019 and uses ICD-9 and ICD-
10 versions of the International Classification of
Diseases (ICD)4 to list diagnoses and to link medi-
cal procedures to diagnoses.
In recent works, multiple benchmarks were pro-
posed for the medical domain (Harutyunyan et al.,
2019; Gupta et al., 2022; Wang et al., 2020) us-
ing MIMIC collections (Johnson et al., 2023, 2016).
They appear as a mainstream mean of model com-
parability and reproducibility. The MIMIC-IV data
pipeline (Gupta et al., 2022) is proposed to pre-
process data for downstream tasks. This pipeline
is able to transform raw data into a ready-to-use
tabular representation of the patient’s data. Addi-
tionally, it provides the mapping to ICD as well as
standard techniques for dimensionality reduction.
Although a first step is the proposal of the bench-
marks, we aim to go for two steps forward in this
work by proposing the integration of the MIMIC IV
benchmark into datasets of Hugging Face5, one of
the largest hub ready-to-use datasets, as well as
the possibility of using Transformer-based models
(including LLMs) for predictive tasks on EHRs.

2.2. Transformers for EHRs
Transformers-based models of the general domain,
such as BERT, have been adapted to the clini-
cal domain using medical-related linguistic collec-
tions such as PubMed (BioBERT (Lee et al., 2020)
and ClinicalBERT (Alsentzer et al., 2019)). Re-
cently, efforts to encode non-linguistic information
of EHRs to model patient data have emerged with
models such as BEHRT (Li et al., 2020), Med-
BERT (Rasmy et al., 2021), and TransformEHR
(Yang et al., 2023). These models encode different
health modalities in flexible architectures. However,
they require pre-training on large-scale datasets
and do not benefit from the significant progress of

3With regard to the Safe Harbor provision of the
HIPAA.

4https://www.who.int/standards/classifications/
classification-of-diseases

5Our implementation respects MIMIC’s access poli-
cies by asking the user to provide the original data.

Transformer-based models in the NLP literature.
Furthermore, LLMs such as ChatGPT (Achiam
et al., 2023), Llama 2 (Touvron et al., 2023), and its
medical variant Meditron (Chen et al., 2023) have
shown outstanding performance in different clinical
tasks related to adapting non-linguistic health data,
such as images and EHR diagnostics, into text
(Meskó and Topol, 2023; Yeo et al., 2023). How-
ever, the exploration of this linguistic EHR represen-
tation for non-linguistic tasks, referred to as EHR
downstream tasks, is limited. In order to bridge
this gap, we present experiments on EHR data to
explore their potential.

3. MIMIC-IV Benchmark Revisited

Here, we detail the pipeline and EHR data used,
then we describe the templates proposed for trans-
forming tabular EHR data into textual inputs.

3.1. The Pipeline
We rely on the MIMIC-IV benchmark to produce the
standard evaluation framework for text. Thus, first,
we integrated the recommended pre-processing
guidelines in the datasets library and implemented
all the features of the MIMIC-IV-Data-Pipeline6 pro-
vided in a tabular form, as shown in the left side
of Figure 1. After the preprocessing steps, we ob-
tained a tabular representation that includes the
demographic, current diagnosis features and time-
series features related to labs, medications, proce-
dures, and vitals, as show in Table 1.

Note that features like CHAR/LAB are given in
time intervals, thus a reduction/expansion strategy
must be applied to normalize the representation
size. Data imputation is commonly applied by sam-
pling data from a fixed number of time windows or
even averaging values across a sequence of time
windows. As shown in Section 4.2, we did not find
large differences between sampling or averaging
these features.

3.2. Proposed Templates
Finally, feature EHR data is transformed to text
using a template-based strategy as shown in right
side of Figure 1 and described below:

“The patient {ethnicity} {gender}, {age} years
old, covered by {insurance} was diagnosed with
{cond_text}.” With {cond_text} corresponding to the
textual description from ICD10 of the diagnoses.

“The chart events measured were: {chart_text}.”
With chart_text the list of biological measurements
of the form: {mean_val} for {feat_label}, mean_val

6https://github.com/healthylaife/
MIMIC-IV-Data-Pipeline

https://www.who.int/standards/classifications/classification-of-diseases
https://www.who.int/standards/classifications/classification-of-diseases
https://github.com/healthylaife/MIMIC-IV-Data-Pipeline
https://github.com/healthylaife/MIMIC-IV-Data-Pipeline
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Figure 1: Dataset generation pipeline for the tabular format and the text format.
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Table 1: Features list for the MIMIC-IV benchmark.
Name Description
Demo
graphics
(DEMO):

The list of demographic data is a tiny
vector corresponding to the patient’s
gender, ethnicity, medical insurance,
and age category. This data is encoded
to obtain a numerical vector.

Diagnosis
(COND):

The list of diagnoses established on a
patient’s admission is encoded using a
one-hot vector of all ICD codes including
the patient’s identified diseases. Note
that this vector could be large w.r.t. other
features.

Chart
Events/Lab
(CHART/
LAB):

Gives the value of the biological item_id
performed in time interval t.

Medications
(MEDS):

For each item_id corresponding to a
medication the quantity administered
in time interval t or zero if not admin-
istrated.

Procedures
(PROC):

The list of medical procedures per-
formed is given as a form of a one-hot
vector setting to 1 the item_id of proce-
dures performed in time interval t.

Output
Events
(OUTE):

The list of biological samples taken is
encoded using a one-hot vector of each
item_id of the samples performed in
time interval t.

is the mean value of the {feat_label} measurement
over the episode.

“The mean amounts of medications adminis-
tered during the episode were: {meds_text}.” With
{meds_text} the list of quantities of drugs admin-
istrated of the form: {mean_val} for {feat_label},
{mean_val} the average value over the episode of
the quantity of drug {feat_label}.

“The procedures performed were: {proc_text}.”
With {proc_text} the list of medical procedures per-
formed during the episode.

“The outputs collected were: {out_text}.” With
{out_text} the list of biological prebiological samples
taken during the episode.

Table 2 shows a sample of the textual input.

4. Experiments

4.1. Experimental Setup
To ensure a fair reproducibility of our experiments,
we develop a datasets object that is able to pro-
duce tabular information as well as template-based
textual data.

For tabular data, we create Representation 1,
which follows the default configuration used in
(Gupta et al., 2022), but other configurations are
available in our implementation. Similarly, Repre-
sentation 2 is an aggregated representation of the
same data. The main difference is the number of
final features as the former uses 2766 features (as
result of the concatenation of each window rep-
resentation) and the latter 1110 features (as the
values of all windows are averaged). We evaluated
our revised MIMIC-IV benchmark on patient mor-
tality classification as a pilot downstream task as
provided in (Gupta et al., 2022). Evaluation focuses
on both benchmark reproducibility (Cf. Section
4.2) and both feasibility and effectiveness using
representative models (Cf. Section 4.3). Model
parameters were selected using a 5-fold cross val-
idation for classical machine learning algorithms
available on Scikitlearn library7. We used algo-
rithms for tabular data, such as Gradient Boosting
(default parameters), XGBoost (objective=“binary
:logistic”), Random Forest (n_estimators=300, cri-
terion=“gini”), and Logistic regression (default pa-
rameters).

For textual data, we fine-tuned six different
Transformer-based models. We used optimal hy-
perparameters including learning rate of 5e − 5,

7https://scikit-learn.org/

https://scikit-learn.org/
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Table 2: Example of a text-based representation of a patient from the MIMIC-IV benchmark dataset.
Values were changed to avoid leaking the example.

Feature Example text
DEMO The patient white male, 55 years old, covered by Other
COND was diagnosed with Streptococcal sepsis; Acute pancreatitis; resistance to anti-microbial drugs.

CHAR/LAB The chart events measured were: 73.655 for Heart Rate; 116.859 for Heart rate Alarm - High; ...
MEDS The mean amounts of medications administered during the episode were: 44.778 of Albumin 5%; ...
PROC The procedures performed were: Dialysis Catheter; 18 Gauge; EKG; ...
OUTE The outputs collected were: OR EBL; OR Urine; Pre-Admission; ...

Table 3: Comparative evaluation of our standardized MIMIC-IV vs. original benchmark (Gupta et al., 2022)
on the patient mortality classification task.

Representation 1 Representation 2 (Gupta et al., 2022)
Algorithm AU-ROC AU-PRC AU-ROC AU-PRC AU-ROC AU-PRC

Gradient Boosting 0.86 0.53 0.86 0.53 0.85 0.48
XGBoost 0.86 0.51 0.85 0.51 0.84 0.47

Random Forest 0.82 0.49 0.84 0.50 0.79 0.39
Logistic Regression 0.77 0.36 0.77 0.37 0.67 0.24

AdamW optimization and 3 epochs. For our zero-
shot setup with LLMs, we explored multiple prompts.
In the following, we report two of these prompts,
which provide the highest number of valid re-
sponses for the task. We limited the output gener-
ation to 2 tokens.

We refer as P1 for the prompt:

Prompt P1: “You are an extremely helpful health-
care assistant. You answer the question using only
’yes’ or ’no’ and considering a patient hospital pro-
file: ‘[textual EHR]’.
Question: Is the patient dead?.
Answer (only yes or no): ”

Similarly, we refer as P2 for the prompt:

Prompt P2: “Analyze the provided ICU data for a
patient. The data covers the first 48 hours of the
ICU stay, including vital statistics, lab test results,
and treatments administered. Answer only Yes for
a prediction of survival or No for a prediction of
mortality. The patient ICU data is: ‘[textual EHR]’.
Based on this data, answer.
Question: Will the patient survive in the next 24
hours?.
Answer (use only yes or no): ”

We set a limit of 512 tokens for input length for

fine-tuned models and 1024 tokens for zero-shot
models. It should be noted that this truncation
only affected the fine-tuned models, and at times,
it removed relevant information related to MEDS,
PROC, and OUTE features. In Section 4.3, we
discuss an ablation study that looks into the impact
of these features.

4.2. Evaluation with Tabular EHR Data

Our results on tabular data and the reference values
from the original benchmark (Gupta et al., 2022)
are presented in Table 3. Note that our results are
presented for two different aggregation strategies,
Representation 1 and Representation 2. In both
cases, our results are slightly higher than those of
the approach proposed in (Gupta et al., 2022) and
used as a starting point. This is mainly due to our
careful pre-processing of the data. As an impor-
tant result, note that the Representation 2 column
performs similarly to Representation 1 but uses
significantly fewer features. Additionally, 1,034 val-
ues among 1,110 from the vector representation
are sparse as they are dedicated to the diagnosis
representation. These results lead us to pursue
the text-based representation as only 66 values
from biological signals combined with textual data
(diagnosis) are enough to achieve state-of-the-art
results on tabular data.
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4.3. Evaluation of Using Template-based
Text Inputs

Our main results on using text-based models
for patient mortality classification tasks are pre-
sented in Table 4. For the fine-tuned models,
we used the three general purpose trained mod-
els, namely DistilBERT (distilbert-base-uncased
(Sanh et al., 2019)), BERT (bert-base-uncased
(Devlin et al., 2018)), and RoBERTa (roberta-
base (Liu et al., 2019)) (top three), and three oth-
ers from the medical domain, namely BioClinical-
BERT (Bio_ClinicalBERT (Alsentzer et al., 2019)),
BioBERT (dmis-lab/biobert-v1.1 (Lee et al., 2020)),
and BiomedNLP (microsoft/BiomedNLP (Gu et al.,
2021)( (bottom three). We reported only results
with oversampling8. Our results show that the gen-
eral purpose and domain-specific models behave
similarly regarding AU-ROC, with all models getting
close values (between 0.87 and 0.88). However,
AU-PRC values differ as models from the medi-
cal domain outperform the general-purpose ones.
Although a slight improvement was observed for
general-purpose models in terms of AU-PRC, this
is not enough to achieve the performance of the
domain-specific models. Unsurprisingly, there is
a clear interest in fine-tuning medical texts. How-
ever, general-purpose models, such as RoBERTa,
closely follow top performances.

Furthermore, we explored using two LLMs,
Llama2 (13b) (meta-llama/Llama-2-7b-hf (Touvron
et al., 2023)) and its medical variant Meditron (7b)
(epfl-llm/meditron-7b (Chen et al., 2023)) in a zero-
shot setup considering two different prompts named
P1 and P2. We generally observed a lower per-
formance from the Zero-shot section (as shown
in Table 4) compared to Fine-tuned models. Af-
ter analyzing the Zero-shot section, we found that
prompt P1 received better scores than P2. These
results indicate that models are sensitive to the
query format for this task. In addition, we noticed
that domain-specific models, such as Meditron, per-
formed better than general ones like Llama 2, us-
ing both prompts, similar to the fine-tuned setup.
These findings suggest that SOTA LLMs struggle to
encode and transfer EHR representations to down-
stream tasks within the explored prompts. A possi-
ble development towards using LLMs with tabular
data is to define better translation methods to inte-
grate this structured knowledge into the language
models. Also, these findings motivate further re-
search and experimentation by applying alternative
techniques such as in-context learning (Dong et al.,
2022) or prompt-tuning (Lester et al., 2021).

Moreover, in this setup, in addition to right or
wrong answers, we also consider unanswered
questions. Such questions occur when the LLM

8We found similar results without oversampling.

Table 4: Results of the general purpose and med-
ical domain models on the patient mortality task
using text representations of patient data.

Models AU-ROC AU-PRC
Fine-tuned

DistilBERT 0.87 0.42
BERT 0.87 0.43

RoBERTa 0.88 0.47
BioClinicalBERT 0.87 0.43

BioBERT 0.88 0.45
BiomedNLP 0.88 0.46

Zero-shot with prompt P1
Llama 2 (13b) 0.50 0.38
Meditron (7b) 0.61 0.39

Zero-shot with prompt P2
Llama 2 (13b) 0.50 0.13
Meditron (7b) 0.51 0.23

Table 5: Number of answered and unanswered
samples by the LLMs for the zero-shot setup.

Model # answered # unanswered
With prompt P1

Llama 2 (13b) 5952 (96.70%) 203 (3.30%)
Meditron (7b) 6152 (99.96%) 3 (0.04%)

With prompt P2
Llama 2 (13b) 1885 (30.63%) 4270 (69.37%)
Meditron (7b) 6155 (100.0%) 0 (0.00%)

fails to provide an output from the expected tokens,
which are “Yes” or “No” in our case. For our ex-
periments, we consider “No” the default answer
for the results reported in Table 4. To provide fur-
ther details, we display the number of answered
and unanswered questions per model in Table 5.
Upon analysis, we found that the Llama 2 model
left 3.30% of the dataset unanswered, while the
Meditron model left only 0.04% unanswered using
prompt P1. In contrast, the prompt P2 obtained
69.37% of unanswered questions with Llama 2 and
no unanswered questions by Meditron.

By comparing the different prompts used to de-
scribe the task, we can observe that Llama 2 (gen-
eral domain model) struggles to understand the
task while making some modifications. In contrast,
Meditron (domain-specific models) is more stable
when using different reformulations of the task.

We further our analysis by performing an abla-
tion study with two representative models, BERT
and BiomedNLP, to study the accumulative effect
of the features. Results are presented in Table 6.
As a main feature, we can easily identify COND as
a clear buster in performance. This feature alone
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Table 6: Ablation study using different text features. ‘!’ indicates that the feature was used in the patient
representation. CH/LA stands for CHART/LAB. Results in bold indicate best performance.

COND ! ! ! ! ! !

DEMO ! ! ! ! !

CH/LA ! ! ! ! !

MEDS ! ! !

PROC ! !

Features OUTE !

AU-ROC
BERT 0.87 0.88 0.86 0.89 0.89 0.88 0.75

BiomedNLP 0.87 0.88 0.88 0.87 0.86 0.88 0.63
AU-PRC

BERT 0.41 0.44 0.40 0.46 0.46 0.46 0.24
BiomedNLP 0.45 0.46 0.50 0.42 0.39 0.47 0.13

achieves a close value to top performance, indicat-
ing that it is a clear signal of the patient profile rep-
resentation. However, other no-expert-based fea-
tures, such as CHAR/LAB, are also reliable. Note
that this is an encouraging result as the features
are given in an aggregated form. In fact, compared
to the best model, the model can perform correctly
in terms of AU-ROC. Also, note that both models
achieve the best performance before integrating
all the features. In particular, MEDS, PROC, and
OUTE (only for BiomedNLP) do not improve previ-
ous combinations. This indicates that more elabo-
rated templates are worth investigating to integrate
these features.

5. Conclusion

In this paper, we presented a publicly available
Hugging Face datasets object that allows a repro-
ducible way to use the MIMIC-IV benchmark for
EHR representation and use in health-related tasks
based on text-based model. Using MIMIC IV in the
proposed object, we aim to facilitate the experimen-
tation with a comprehensive public EHR dataset
in its original tabular form and text format through
text-based templates. Our experiments showed
that fine-tuned text-based models perform similarly
to the strongest tabular-based alternatives regard-
ing AU-ROC. On the contrary, LLMs in a zero-shot
setup suggested limitations when encoding EHR
information. This evaluation provides a starting
point for a new family of large language models to-
ward improving the current SOTA on health-related
predictive tasks.
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