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Abstract
This paper presents a human-readable resource for mapping identifiers from various clinical knowledge bases.
This resource is a version of UMLS Metathesaurus enriched with WordNet 3.0 and 3.1 synsets, Wikidata
items with their clinical identifiers, SNOMED CT to ICD-10 mapping and Spanish ICD-10 codes description.
The main goal of the presented resource is to provide semantic interoperability across the clinical concepts
from various knowledge bases and facilitate its integration into mapping tools. As a side effect, the mapping
enriches already annotated medical corpora for entity recognition or entity linking tasks with new labels. We
experiment with entity linking task, using a corpus annotated both manually and with the mapping method and
demonstrate that a semi-automatic way of annotation may be used to create new labels. The resource is available in
English and Spanish, although all languages of UMLS may be extracted. The new lexical resource is publicly available.
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1. Introduction
Annotation of training corpora for clinical coding,
clinical concepts detection, entity disambiguation
and entity linking tasks is very expensive in exper-
tise and time. Considering that most clinical con-
cepts are transferable across various knowledge
bases, terminologies, lexicons and languages, we
hypothesise that we can transfer one type of anno-
tated code to another. For this purpose, we create
CliniRes—a mapping human-readable resource to
get related synonyms in various clinical lexicons
so that target entities or concepts can be anno-
tated in different clinical notations. This resource
permits to align different types of clinical identifiers
(IDs, codes) from different knowledge bases (KB)
such as UMLS (Bodenreider, 2004), ICD-10 (World
Health Organization (WHO), 2004), SNOMED CT
(Donnelly et al., 2006) and others. Also, we enrich
the resource with lexical resources, such as Wiki-
data items (Vrandečić and Krötzsch, 2014) and
Wordnet synsets (Fellbaum, 2005). This allows
to make clinical codes inter-operable, to use it in
data annotation or other applications where clinical
codes are involved. Moreover, it allows us to en-
rich manually annotated corpora with extra clinical
codes and to obtain multilingual inter-operable cor-
pora annotated with various coding notations. For
instance, if we have a corpus annotated in UMLS
codes we can map each code to SNOMED CT
codes in order to derive automatically a new version
of the corpus with SNOMED CT annotations. And
vice versa, corpus annotated with SNOMED CT
codes can be used to derive automatically new cor-

pora annotated with UMLS codes, semantic types
or groups.
This research is an extension of previously pub-
lished works (Zotova et al., 2022, 2023a) where
we described ClinIDMap1, a clinical IDs mapping
tool with the presented database integration. The
functionality of the mapping application includes
mapping of a source code (may be UMLS CUI,
SNOMED CT, ICD-10-CM and ICD-10-PCS) to the
clinical IDs and lexical resources such as Wikidata,
Wikipedia and WordNet, including WordNet do-
mains. It also allows updating of the database, as
new versions of the ontologies are released yearly
and Wikidata annotations are added regularly. The
application is developed as REST API, accepts
queries in JSON format, the database is indexed in
Elasticsearch (Lucene). The source code is Dock-
erized, so it can be easily deployed.
The main contribution of this work is CliniRes— an
alignment resource for mapping of clinical identi-
fiers based on UMLS Metathesaurus, enriched with
Spanish version of ICD-10, WordNet, and Wikidata
items and annotations. It is ready to be integrated
into a mapping application or be processed for syn-
onym and annotation generation. This database is
avalable under the licence of UMLS and SNOMED
CT 2. Also, this paper contributes to the methods
of semi-automatic corpus annotation in clinical cor-

1https://github.com/Vicomtech/
ClinIDMap

2https://www.nlm.nih.gov/research/
umls/knowledge_sources/metathesaurus/
release/license_agreement_snomed.html

https://github.com/Vicomtech/ClinIDMap
https://github.com/Vicomtech/ClinIDMap
https://www.nlm.nih.gov/research/umls/knowledge_sources/metathesaurus/release/license_agreement_snomed.html
https://www.nlm.nih.gov/research/umls/knowledge_sources/metathesaurus/release/license_agreement_snomed.html
https://www.nlm.nih.gov/research/umls/knowledge_sources/metathesaurus/release/license_agreement_snomed.html
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pora showing that the entity linking systems trained
with the corpora annotated with this method, per-
form with the same accuracy as the systems trained
with gold-standard corpora.
This paper is organized as follows. In Section 2
we briefly describe the background of clinical IDs
mapping. Section 3 is dedicated to the knowledge
bases and the mapping method. In Section 4 we
give the details about the experiment with entity link-
ing task done with the code mapping method. Fi-
nally, Section 5 concludes the work and discusses
the future work in this topic.

2. Related Work
Two main parts of clinical codes mapping exist:
(1) concept alignment, or ontology alignment (also
known as ontology matching); (2) applications
which use the concept mapping to enrich biomedi-
cal text or extract these concepts.
Ontology matching. The aim of ontology match-
ing is to find semantically related entities in knowl-
edge bases of different notations. For instance,
the OAEI Campaign (Ontology Alignment Evalua-
tion Initiative) 3 organizes every year an ontology
matching evaluation shared task. The applied meth-
ods combine multiple strategies such as lexical
matching, structural matching, logical reasoning,
using background knowledge such as general pur-
pose lexical resources, automatic translation and
pretrained language models (Portisch et al., 2022;
Wang et al., 2021). For instance, WordNet graphs
were broadly used to clinical ontology matching (Lin
and Sandkuhl, 2008) for measuring semantic simi-
larity between the concepts (Pedersen et al., 2007).
Some attempts to integrate WordNet to the clini-
cal knowledge bases (Smith and Fellbaum, 2004)
were made. Nevertheless, we should admit that the
most of the studies are done with the resources in
English. Novel machine learning and deep learning
methods, such as generative adversarial networks,
are also applied to ontology alignment (Chen et al.,
2021; Kim et al., 2017).
Concept mapping applications. To our knowl-
edge, there are not many open-source applications
for concept mapping, especially for languages dif-
ferent from English. One of them is I-MAGIC, an
application, implemented by US National Library of
Medicine, that visualises clinical ID mappings. A
demo version of the application is also available4.
Using the rule-based SNOMED-CT to ICD-10-CM
Mapping (Fung and Xu, 2012), the algorithm de-
termines whether a valid ICD-10-CM code can be
found based on the SNOMED-CT term and patient

3http://oaei.ontologymatching.org/
2023/

4https://imagic.nlm.nih.gov/imagic/
code/map

context information (age and gender). The applica-
tion allows one to search a term in SNOMED-CT
vocabulary, however, it is limited to a lexical match.
The tool does not consider synonyms, nor other
languages other than English, and its code is not
open-source.
Most applications for clinical coding are designed
to enrich clinical text with clinical concepts and rela-
tions. MetaMap 5(Aronson and Lang, 2010; Aron-
son, 2001) is an application for mapping biomed-
ical text to the UMLS Metathesaurus or, equiva-
lently, to discover UMLS concepts referred in the
text. MetaMap uses a knowledge-intensive ap-
proach based on symbolic, NLP and computational-
linguistic techniques to provide a link between the
text of biomedical literature and the KB, including
synonymy relationships, embedded in the Metathe-
saurus. The input of the application is English
text. It is based on a lexical lookup of input words.
Another example is CLAMP (Soysal et al., 2017),
which takes two approaches: a machine learning
using Conditional Random Field and a dictionary-
based approach, which maps mentions to stan-
dardised ontologies. Apache cTAKES (Bodenrei-
der, 2004) uses a dictionary look-up in unstructured
clinical text, detects maned entities and each men-
tion is mapped to a UMLS concept.
Some applications are also private, as they are de-
veloped by big tech companies. Spark NLP6 and
Amazon Comprehend Medical7 offer service for
mapping clinical findings to ICD-10-CM, SNOMED
CT and other codes, in addition to entities and re-
lations extraction.
There are also studies in topic of UMLS and
Wikipedia connection, for instance, Rahimi et al.
(2020) proposes to match UMLS concepts to Wiki-
data using a cross-lingual neural re-ranking model
which is fine-tuned as a pair binary classification
model aimed to categorize if a pair of texts is simi-
lar or not. As the UMLS descriptions are brief and
the medical entity pages in Wikipedia provide de-
tailed descriptions (also enriched with the Wikidata
knowledge graph), they use the UMLS concept
description to query the Wikidata entity aliases to
retrieve the best matching Wikipedia pages.

3. Method
This section describes the knowledge bases and
lexical resources used to create CliniRes and the
method of mapping of clinical identifiers.

5https://www.nlm.nih.gov/research/
umls/implementation_resources/metamap.
html

6https://demo.johnsnowlabs.com/
healthcare/ER_ICD10_CM/

7https://aws.amazon.com/es/comprehend/
medical/

http://oaei.ontologymatching.org/2023/
http://oaei.ontologymatching.org/2023/
https://imagic.nlm.nih.gov/imagic/code/map
https://imagic.nlm.nih.gov/imagic/code/map
https://www.nlm.nih.gov/research/umls/implementation_resources/metamap.html
https://www.nlm.nih.gov/research/umls/implementation_resources/metamap.html
https://www.nlm.nih.gov/research/umls/implementation_resources/metamap.html
https://demo.johnsnowlabs.com/healthcare/ER_ICD10_CM/
https://demo.johnsnowlabs.com/healthcare/ER_ICD10_CM/
https://aws.amazon.com/es/comprehend/medical/
https://aws.amazon.com/es/comprehend/medical/
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3.1. Knowledge Bases
To interconnect the different identifiers from the
knowledge bases of interest, we use the follow-
ing existing KBs and mappings created by clinical
experts.
UMLS Metathesaurus8. This database has been
derived from the 2023AB UMLS Metathesaurus
Files which contains approximately 3.15 million
concepts from 220 source vocabularies, including
ICD-10, MeSH, and SNOMED-CT, Hierarchies, def-
initions, and other relationships and attributes. The
Metathesaurus is the biggest component of the
UMLS. It is organised as a set of Concept Unique
Identifiers (CUI), which links all the names from the
source vocabularies with the same meaning (syn-
onyms) in various languages. The Metathesaurus
assigns several types of unique, permanent identi-
fiers to the concepts and concept names it contains,
in addition to retaining all identifiers present in the
source vocabularies. The Metathesaurus concept
structure includes concept names, their identifiers,
and key characteristics of these concept names
(e.g., language, vocabulary source, name type).
The majority of the concept descriptions are short,
less than one sentence. The entire concept struc-
ture appears in a single file in the Rich Release
Format (MRCONSO.RRF). The distribution across
the non-English languages is not proportional, as
we can see in Table 1 there are significantly less
concepts and synonyms in Spanish than in English.
The Semantic Network and Semantic Groups
from UMLS is used to map semantic groups of
each CUI. The Semantic Network consists of a set
of broad subject categories, or Semantic Types,
that provide a consistent categorization of all con-
cepts represented in the UMLS Metathesaurus.
The concepts are also grouped according to the
semantic types assigned to them. For certain
purposes, however, an even smaller and coarser-
grained set of semantic type groupings may be
desirable. The following principles were used to
design the groupings: semantic validity, parsimony,
completeness, exclusivity, naturalness, and util-
ity. The semantic groups provide a partition of
the UMLS Metathesaurus for 99.5% of the con-
cepts. Examples of semantic groups are Organ-
isms, Anatomical structures, Biological functions,
Chemicals, Events, Physical objects, Concepts or
Ideas. These types are suitable for corpus anno-
tation and training sequence labelling models and
further linking to UMLS.
SNOMED-CT to ICD-10-CM Mapping9. The main

8https://www.nlm.nih.gov/research/
umls/knowledge_sources/metathesaurus/
index.html

9https://www.nlm.nih.gov/research/
umls/mapping_projects/snomedct_to_
icd10cm.html

purpose of the SNOMED-CT to ICD-10-CM map-
ping is to support semi-automated generation of
ICD-10-CM codes from clinical data encoded in
SNOMED-CT for reimbursement and statistical pur-
poses. It is designed as a directed set of relation-
ships from SNOMED-CT source concepts to ICD-
10-CM target classification codes. This mapping is
curated by trained terminology specialists, and it is
more comprehensive than the Metathesaurus CUI
linking. About a third of all active SNOMED-CT con-
cepts are within the scope of the mapping, about
125,000 SNOMED-CT codes from the international
version are mapped to ICD-10-CM codes. About
57,000 codes from the Spanish SNOMED-CT are
included in the mapping (around 30% of all Span-
ish SNOMED-CT codes). Due to the differences
in granularity, emphasis and organising principles
between SNOMED-CT and ICD-10-CM, it is not
always possible to have one-to-one mappings be-
tween a SNOMED-CT concept and an ICD-10-CM
code, moreover, not all ICD-10-CM codes will ap-
pear as targets.
ICD-10-CM (International Statistical Classification
of Diseases and Related Health Problems) estab-
lishes a standardized coding that allows the statis-
tical analysis of mortality and morbidity of patients
in healthcare services. The corresponding Span-
ish version is called CIE-10-ES and it consists of
100,158 codes, which are organised hierarchically.
We use the official Spanish version of the CIE-10
from January 2022.
ICD-10-PCS (Procedure Coding System) is an in-
ternational system of medical classification used for
procedural coding, it consists of 80,266 codes, or-
ganised hierarchically. We use the official Spanish
version of the ICD-10-PCS from March, 202210.
Wikidata11 (Vrandečić and Krötzsch, 2014) is a free
and open knowledge base that can be consulted
and edited by both humans and machines. Wiki-
data is a central repository for the structured data
of its Wikimedia sister projects including Wikipedia,
Wikivoyage, Wiktionary, Wikisource, and others.
The Wikidata repository consists mainly of items,
each with a label, a description and several aliases.
Wikidata items related to clinical concepts are man-
ually annotated with UMLS ID (CUI), Medical Sub-
ject Headings (MeSH) (Rogers, 1963), NCBI12

(biomedical and genomic database) and other clini-
cal taxonomies, so we can search items in Wikidata
by these identifiers and extract the corresponding
articles in all available languages.
WordNet 3.113 (Fellbaum, 2005) is the latest ver-

10https://www.sanidad.gob.es/
fr/estadEstudios/estadisticas/
normalizacion/home.htm

11https://www.wikidata.org
12https://www.ncbi.nlm.nih.gov/
13https://wordnet.princeton.edu/

https://www.nlm.nih.gov/research/umls/knowledge_sources/metathesaurus/index.html
https://www.nlm.nih.gov/research/umls/knowledge_sources/metathesaurus/index.html
https://www.nlm.nih.gov/research/umls/knowledge_sources/metathesaurus/index.html
https://www.nlm.nih.gov/research/umls/mapping_projects/snomedct_to_icd10cm.html
https://www.nlm.nih.gov/research/umls/mapping_projects/snomedct_to_icd10cm.html
https://www.nlm.nih.gov/research/umls/mapping_projects/snomedct_to_icd10cm.html
https://www.sanidad.gob.es/fr/estadEstudios/estadisticas/normalizacion/home.htm
https://www.sanidad.gob.es/fr/estadEstudios/estadisticas/normalizacion/home.htm
https://www.sanidad.gob.es/fr/estadEstudios/estadisticas/normalizacion/home.htm
https://www.wikidata.org
https://www.ncbi.nlm.nih.gov/
https://wordnet.princeton.edu/
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Code Num
Total rows 13,501,908
Unique CUIs 3,145,136
ENG CUIs 8,510,801
ENG Unique 3,144,365
SPA CUIs 1,371,376
SPA unique 491,713
CUIs with SNOMED mapping 359,757
SNOMED codes with CUI mapping 367,700

Table 1: Number of concepts in UMLS

sion of a lexical database of English. Nouns, verbs,
adjectives and adverbs are grouped into sets of
cognitive synonyms (synsets), each expressing
a distinct concept. Synsets are interlinked using
conceptual-semantic and lexical relations. The
WordNet also contains senses which are discrete
representations of each aspect of the meaning of
words. In the database, each sense has its unique
sense key index (SKI) which provides a method for
accessing synsets and word senses in the WordNet
database. This version contains 155,327 words or-
ganised in 175,979 synsets for 207,016 word-sense
pairs.
WordNet 3.0 14 (Fellbaum, 2005) is the previous
release of the lexical database. The WordNet 3.0
release has 117,798 nouns, 11,529 verbs, 22,479
adjectives, and 4,481 adverbs. The average noun
has 1.23 senses, and the average verb has 2.16
senses. In total, there are 206,941 sense keys. As
far as we know, no direct mapping between WN 3.0
and WN 3.1. exists, so we map the WordNet 3.1
to the WordNet 3.0 on the base sense key index.
There are about 1,000 senses in all WordNet graph
that cannot be transferred.

3.2. Code Mapping
To generate the enriched version of UMLS The-
saurus, we extracted all the Wikidata items anno-
tated with UMLS CUI, NCBI, Wordnet 3.1, ICD-10
and SNOMED CT identifiers (updated on October
5, 2023). The Wikidata items are manually anno-
tated by Wikidata experts. As shown in Table 2,
there are about 860,000 items labelled with clinical
IDs, the largest number is for UMLS CUI (about
86%), followed by NCBI IDs, and a smaller propor-
tion, about 4% of items is annotated with WordNet
synsets. Some of the Wikidata items are annotated
with multiple WordNet synsets, up to six per item,
in the table they are separated with a blank space.
The less present identifiers in Wikidata items are
SNOMED CT and ICD-10-PCS.
We merge all the tables databases described in
Subsection 3.1 to the UMLS Thesaurus based on
the CUI, SNOMED CT and ICD-10 codes. As a

14https://wordnetcode.princeton.edu/3.0

Source Num
UMLS CUI 742,537
NCBI 623,397
Wordnet 3.1 31,897
Wordnet 3.0 31,884
MeSH 46,023
ICD10 7,650
ICD10CM 15,618
ICD10PCS 74
SNOMED_CT 1,579
Total Wikidata items 860,245

Table 2: Number of Wikidata items annotated with
clinical codes extracted from Wikidata database.

result, we obtain a large matrix of 37 columns and
15,945,228 rows where the first 18 columns are
from the original UMLS table, and the rest of the
columns are added through the SNOMED CT to
ICD-10 mapping and through the Wikidata annota-
tions. Figure 1 schematically depicts the method
of mapping, where we can see how the identifiers
are connected. Wikidata annotations and Seman-
tic groups and types are connected through the
UMLS CUI, the SNOMED CT to ICD-10 mapping is
based on SNOMED CT codes, and ICD-10 codes
presented in UMLS are extended to their Spanish
definitions.
SNOMED CT to ICD-10 mapping adds more map-
pings between CUI and ICD-10, because the Span-
ish version of ICD-10 is not presented in UMLS,
while SNOMED CT is presented. Spanish descrip-
tions of ICD-10 codes are added, too. The codes
extracted from Wikidata are marked as _WIKI, and
this code may be different to the UMLS mapping,
because of the manual expertise of the Wikidata
editors. As the table is large, the definitions of the
columns are detailed in Appendix A, Table 6. We
also encourage the reader to see the sample of the
resulting table in the GitHub repository15.
This large matrix allows us to extract all related
information based on any ID, WordNet sense or
Wikidata item and then extend to more details. Wiki-

15https://github.com/Vicomtech/
ClinIDMap/tree/master/LREC2024/samples

https://wordnetcode.princeton.edu/3.0
https://github.com/Vicomtech/ClinIDMap/tree/master/LREC2024/samples
https://github.com/Vicomtech/ClinIDMap/tree/master/LREC2024/samples
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CUI SNOMED CT ICD-10

UMLS Thesaurus

WIKIDATA
ITEMS

SNOMED CT to
ICD-10 mapping

ICD-10
definition SPA

ICD-10
definition
SPA/ENG

MESH
ICD-10

SNOMED CT
NCBI

WORDNET 3.1

WORDNET 3.0

WORDNET
SENSES

MULTILINGUAL
DEFINITIONS

SEMANTIC
TYPE

WIKIDATA
ARTICLES

SEMANTIC
GROUP

Figure 1: Scheme of clinical resources mapping, where they are connected by CUI, SNOMED CT or
ICD-10 IDs. Dotted lines show a possible connection to more information about each concept.

data annotations allow us to derive further details,
such as extracting more information about the item:
its Wikipedia articles in all available languages,
aliases, synonyms and other annotations. With
that, short KB descriptions are extended to lexical
resources, encyclopedia definitions and contexts.
Moreover, Wikidata items exist, annotated both with
CUI and ICD-10, so that we can consider it to be
new code mapping. This provides 8,698 ICD-10
and 5,746 codes present in Wikidata annotations
but not in UMLS mapping.

4. Entity Linking Experiment
To show that the codes in the clinical KBs are in-
teroperable, we have already experimented with
named entity recognition task to detect diagnosis
and procedures or semantic types from UMLS no-
tation in previous study, the work is described in
our previous publication (Zotova et al., 2022). Now,
we experiment with the entity linking task. Entity
linking, or entity normalisation, is the key technol-
ogy enabling semantic applications and informatics
pipelines in the biomedical domain. This task aims
to assign an identifier from clinical KB to the text
span from clinical text written in natural language.
In our case, both texts and KBs are in Spanish.
For the experiment, we use two annotated datasets
of similar nature. These datasets consist of clinical
case reports—a type of textual genre in medicine
that describes a patient’s medical history, symp-

toms, diagnosis, and treatment in detail. Both
datasets are prepared for the entity linking task.
Short descriptions of each corpus are below.

• MedProcNER (Lima-Lopez et al., 2023) is a
collection of 1,000 clinical case reports written
in Spanish, from which 750 documents are
prepared for system training and 250 are for
testing. In the train set, 4,857 text spans are
manually annotated with SNOMED CT codes;
1,829 are unique, and some of the codes are
composite, where two or more codes overlap.
All codes are also annotated as procedures.

• CodiEsp 2020 (Miranda-Escalada et al., 2020)
is a collection of 1,000 clinical case reports
written in Spanish, where 750 documents are
prepared for training purposes and 250 docu-
ments are reserved for testing. All documents
were manually annotated by professional clin-
ical coders with codes from the Spanish ver-
sion of ICD-10 (procedure and diagnosis), and
contain 3,427 unique codes, 2,557 of them
are diagnoses and 870 codes are procedures.
There are overlapping codes, too. The train
set consists of 13,658 annotated text spans.

We evaluate unsupervised systems and use the
whole training subset, without splitting it to the de-
velopment subset. With the mapping tool, we trans-
fer the gold-standard annotations (SNOMED CT



168

and ICD-10) to UMLS CUI and obtain corpora an-
notated with new codes. There are limitations of
exact mapping because of the granularity of the
ontologies and the annotations guides; some of
SNOMED CT or ICD-10 codes have no direct map-
ping to another vocabulary. In MedProcNER cor-
pus, from 4,857 entities there are 176 codes which
cannot be transferred to CUI, in CodiEsp corpus
100% of ICD-10 codes are transferable to CUIs. At
the same time, one SNOMED CT or ICD-10 code
may be mapped to various CUIs, to simplify the
experiment and make it comparable with the single
SNOMED CT annotations we take only one CUI,
the first in the database.
The example from MedProcNER corpus below
shows a case of codes mapping from SNOMED
CT to UMLS CUI. The term ”Serologías específi-
cas para Brucella” (Specific serologies for Brucella)
is annotated with SNOMED CT code 104279004
”prueba de anticuerpos anti-Brucella” (anti-Brucella
antibody test) and mapped to the CUI C0523269.

Durante el ingreso se solicitan Hemocul-
tivos: positivo para Brucella y Serologías
específicas para Brucella: Rosa de Ben-
gala +++; <...>
During admission, blood cultures are re-
quested: positive for Brucella and spe-
cific serologies for Brucella: Rosa de
Bengala +++; <...>

Our approach to entity linking task is based on
Semantic Text Similarity (STS) techniques. STS
determines how similar two textual documents are
by measuring their degree of semantic closeness.
Semantic search is based on STS, allowing retrieval
of relevant text results beyond mere lexical match-
ing. The main concepts of semantic search are
query, collection of documents (database), and de-
gree of relevance between a query and retrieved
documents. There are different methods of mea-
suring the degree of relevance and relatedness of
two pieces of text-—cosine distance, inner product,
etc. We implement the following two unsupervised
approaches.

• Statistical method with BM25 algorithm
(Robertson et al., 1998). This function ranks
a set of documents based on the query terms
appearing in each document, regardless of
their proximity, and it works on the concept of
bag-of-words and TF-IDF. In a search time all
the documents and a query are tokenized by
white space and lower-cased.

• Transformer-based Semantic Search based
on pre-trained Transformer models (Vaswani
et al., 2017) to obtain the corresponding em-
beddings (multidimensional vectors) and com-
pute the score using a similarity metric, in this

case it is normalised inner product. This type
of approach is implemented with HuggingFace
(Wolf et al., 2020) and FAISS framework (John-
son et al., 2021).

The semantic search involves embedding all entries
(sentences, documents, or, in this case, KB code
descriptions) into a single vector space. At search
time, the query, represented by a texts span from a
clinical narrative, is also embedded into the same
vector space. This allows a direct comparison of
vectors using cosine distance between the vectors.
The closest document, in our case, CUI, ICD-10 or
SNOMED CT description, is linked to our query and
the code assigned to this document is returned as
a prediction of linked identifier. In this case we en-
code the texts with SapBERT-XLM-R-large model
(Liu et al., 2021), as it is a XLM-RoBERTa-large
model (Conneau et al., 2019) trained on the descrip-
tions from UMLS Thesaurus and brings the domain
knowledge to the entity linking system. An embed-
ding dimension of 1024 is enough to encode all
the terminology and corpus entities without trunca-
tion. [CLS] token of the transformer’s architecture
is used for the vector representation of a text.
To reduce the search space and make it com-
parable to the original task, developed with clin-
ical experts (search in SNOMED CT and ICD-10
databases in Spanish), we filter UMLS Thesaurus
to Spanish terms only, lowercase the descriptions,
and obtain about 1.28 million Spanish synonyms
from different vocabularies related to approximately
490,000 unique CUIs, still being the largest of three
collection of documents to search. Table 3 shows
the exact number of the KBs for entity linking, where
we can see that the size of SNOMED CT and ICD-
10 is comparable, but UMLS is much larger.

KB Num
UMLS CUI 1,283,535
SNOMED_CT 242,228
ICD10CM+ICD10PCS 180,424

Table 3: Size of knowledge bases for entity linking.

Annotation Method Accuracy

SNOMED CT (gold) SapBERT 43.44
BM25 19.96

UMLS CUI (map) SapBERT 34.78
BM25 24.27

Table 4: Performance of semantic search ap-
proach on MedProcNER corpus.

The results of the search methods, as depicted in
Tables 4 for MedProcNer corpus and 5 for CodiEsp
corpus, are comparable across the gold-standard
and mapped corpus, regardless of different size
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Annotation Method Accuracy

ICD-10 (gold) SapBERT 29.62
BM25 10.57

UMLS CUI (map) SapBERT 28.76
BM25 25.75

Table 5: Performance of semantic search ap-
proach on CodiEsp-2020 corpus.

of the vector space and different coding systems.
Transformer based system in case of MedProc-
Ner performs 9 points better on the gold-standard
corpus, but we should admit that the database to
search in is much bigger— 1,3 millions entries in
UMLS versus 242,000 in SNOMED CT. The BM25
model perform 4 point better in case of mapped
labels (CUI). It can be explained with the fact that
UMLS contains various vocabularies which could
be closer lexically to the corpus. As the STS
method based on distance measure, it highly de-
pends on the number of documents in the collection
to search in, the less is the collection, the easier is
the retrieving task.
Entity linking on CodiEsp also shows very simi-
lar result in both systems, we observe less than
one point difference in transformer-based semantic
search with SapBERT model. The BM25 method,
which performs in the gold-standard corpus worse.
It can be explained by the broader variety of syn-
onyms in UMLS, which represents better the lexical
content of the corpus.
These STS models do not perform with the state
of the art accuracy scores, and we do not compete
with these scores, moreover the original task de-
signed for these corpora, based first on the named
entity recognition task, and then, the recognised
entities should be linked to the KBs. We skip the
named entity recognition step and experiment with
entity linking only, where the exact text span is al-
ready known and manually annotated. That is why
our results are nor comparable to the previous stud-
ies. In summary, we can conclude that the new
models and corpora are quite inter-operable with
respect the different coding systems.

5. Conclusions and Future Wok
In this paper we described a human-readable
database for interoperability between clinical con-
cepts of various knowledge bases. For this, we ex-
plained how we enriched the UMLS Thesaurus with
Wikidata items, WordNet senses and SNOMED CT
to ICD-10 mappings, we also added Spanish defini-
tions of ICD-10 codes present in this resource. This
resource is ready to be integrated into any appli-
cation or be used for clinical synonyms generated.
We demonstrate the use of the resulting resource
in the mapping tool which is publicly available as
opens-source, both the code and the demo-version

of the API.
We experimented with entity linking task on the
corpora annotated with different coding systems,
showing that the labels obtained with the mapping
method can be used to build new entity linking or
information retrieval systems, as the results of the
entity linking systems are comparable.
As future work we see the experimentation on deep
learning methods and large language models for
mapping between English and multilingual con-
cepts, paying special attention to underrepresented
in UMLS languages. As we mentioned in Subsec-
tion 3.1, the distribution of the UMLS concepts and
vocabularies are disproportional for non-English
languages. We see the opportunity to use the novel
approaches to contribute to creation of clinical ter-
minologies and create background knowledge for
concept matching in multilingual setting. We also
plan to experiment with more methods for entity
linking in clinical databases and lexical resources.
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A. Appendix A

Column Name Description
CUI Concept unique identifier
LAT Language of terms
TS Term status
LUI Lexical (term) Unique Identifiers
STT String Type
SUI String Unique Identifiers
ISPREF Atom status - preferred (Y) or not (N)
AUI Atom identifier
SAUI Source asserted atom identifier
SCUI Source asserted concept identifier
SDUI Source asserted descriptor identifier
SAB Abbreviated source name, for example, SNOMEDCT_US or ICD10CM
TTY Abbreviation for term type in source vocabulary
CODE Most useful source asserted identifier
STR String
SRL Source restriction level
SUPPRESS Suppressible flag
CVF Content View Flag
ICD10CM_SPA ICD-10-CM definition in Spanish
ICD10PCS_SPA ICD-10-PCS definition in Spanish
SNOMEDCT2ICD10 ICD-10 identifier, mapped to SNOMED CT identifier
SNOMEDCT2ICD10_ENG ICD-10 definition in English from SNOMED CT to ICD-10 mapping
WIKIDATA Wikidata item identifier
MESH_WIKI MeSH identifier extracted from WIkidata
SNOMED_CT_WIKI SNOMED CT identifier extracted from WIkidata
ICD10_WIKI ICD-10 identifier extracted from WIkidata
ICD10CM_WIKI ICD-10-CM identifier extracted from WIkidata
ICD10PCS_WIKI ICD-10-PCS identifier extracted from WIkidata
NCBI_WIKI NCBI identifier extracted from WIkidata
WN31 WordNet 3.1 identifiers, blank space separated
WN30 WordNet 3.0 identifiers, blank space separated
WN_SENSE WordNet synsets, blank space separated
TUI Semantic Type Unique Identifier
SEMTYPE Name of the Semantic Type
SEMGROUP Semantic group abbreviation
DEF Definition of the Semantic Group

Table 6: Description of the columns in the lexical
resource.


	Introduction
	Related Work
	Method
	Knowledge Bases
	Code Mapping

	Entity Linking Experiment
	Conclusions and Future Wok
	Bibliographical References
	Appendix A

