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Abstract

Automatic generation of discharge summaries
presents significant challenges due to the length
of clinical documentation, the dispersed nature
of patient information, and the diverse termi-
nology used in healthcare. This paper presents
a hybrid solution for generating discharge sum-
mary sections as part of our participation in
the “Discharge Me!” Challenge at the BioNLP
2024 Shared Task. We developed a two-stage
generation method using both extractive and
abstractive techniques, in which we first apply
name entity recognition (NER) to extract key
clinical concepts, which are then used as in-
put for a prompt-tuning-based GatorTronGPT
model to generate coherent text for two impor-
tant sections including “Brief Hospital Course”
and “Discharge Instructions”. Our system was
ranked 5th in this challenge, achieving an over-
all score of 0.284. The results demonstrate the
effectiveness of our hybrid solution in improv-
ing the quality of automated discharge section
generation.

1 Introduction

The discharge summary is one of the most cru-
cial documents that capture patients’ present ill-
ness, diagnostic findings, therapeutic procedures,
and follow-up instructions (Lenert et al., 2014).
Timely, high-quality discharge records can remark-
ably reduce the risk of patient readmissions, ensur-
ing continuous and coordinated patient care, sup-
porting the decision-making process, and bridging
the information gap between healthcare providers
(Kripalani et al., 2007; Li et al., 2013; Van Wal-
raven et al., 2002). However, manually writing
discharge summaries is time-consuming and error-
prone, given the complexity of clinical informa-
tion, the dispersed nature of patient details, and the
increasing burden of clinical documentation (Lin
et al., 2010).

*Equal contribution.

Despite the recent success of large language
models (LLMs) in natural language process (NLP)
(Karabacak and Margetis, 2023), it’s still challeng-
ing for LLMs to summarize critical patient infor-
mation from a long clinical document, which often
exceeds the maximum input length of LLMs, mak-
ing it challenging for LLMs to process all relevant
information at once. This leads to truncated input
and potentially low-quality content. Additionally,
excessive tokens can overwhelm LLM’s capacity
to focus on important patient information, affecting
both the quality and coherence of the generated
summaries (Van Veen et al., 2023).

To counter these challenges, we propose a two-
step approach to generate the target sections. The
process begins with a rule-based segmentation of
original discharge summaries into individual sec-
tions. We manually reviewed a subset of notes
in the training set to identify the sections that
contain important information related to the two
target sections. Next, we apply the GatorTron
(Yang et al., 2022) model, fine-tuned on the 2010
i2b2 Challenge (Uzuner et al., 2011) dataset to
extract critical clinical concepts related to prob-
lems, treatments, and lab tests in selected sec-
tions. The extracted concepts are then concate-
nated with selected sections, serving as input for
GatorTronGPT to generate “Brief Hospital Course”
and “Discharge Instructions” sections using soft
prompt-tuned GatorTronGPT (Peng et al., 2023).
Compared with directly using the original long doc-
ument, our hybrid approach remarkably reduces
the number of input tokens and helps LLMs focus
on critical patient information to generate good-
quality summaries.

2 Related Work

Automatic Text Summarization (ATS) is a critical
Natural Language Processing (NLP) task that fo-
cuses on generating concise summaries from a long
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document. By extracting or abstracting essential
information, ATS provides comprehensive yet sig-
nificantly shorter versions of source content. There
are two primary approaches for ATS, including
extractive - which identifies and selects essential
sentences directly from the text, and abstractive -
which generates new content that conveys the orig-
inal meaning (Sharma and Sharma, 2022). Both
techniques play an important role in effectively
condensing information, making it easier to digest
while retaining the core message.

The advance of transformer-based large lan-
guage models (LLMs) has revolutionized ATS.
Through pre-training on extensive amounts of text,
LLMs demonstrate good ability in transfer learn-
ing, few-shot learning, and zero-shot learning and
achieve state-of-the-art performance in both ex-
tractive and abstractive summarization. Language
models like BERT (Devlin et al., 2018) and GPT-
3 (Brown et al., 2020) have been widely used in
understanding and generating text. BERT’s bidi-
rectional architecture is adept at contextual com-
prehension, which is useful for extracting original
text from context. GPT-3, an autoregressive trans-
former, is better at generating abstract contents that
are coherent and contextually relevant to the orig-
inal text. However, clinical summarization is still
challenging due to the complex, specialized vo-
cabulary and long text documents, which hamper
the performance of ATS due to token limitations
and dense information(Karabacak and Margetis,
2023). To address these challenges, hybrid meth-
ods that integrate both extractive and abstractive
techniques are increasingly being used. (Krishna
et al., 2020) proposed a method leveraging the ex-
tractive summarization model’s distill ability to
extract essential information from long documents
and an abstractive summarization pipeline to gener-
ate concise Subjective, Objective, Assessment, and
Plan (SOAP) notes.

Prompt-based learning is another technology
that improved text generation by providing LLMs
with instructional cues embedded in the input data.
‘Hard prompts’ (or discrete prompts) and ‘soft
prompts’ (or continuous prompts) are two types
of prompts used in prompt-based methods. Due
to the labor-intensive nature and potential for mis-
communication between humans and models, hard
prompts often struggle to achieve optimal perfor-
mance in guiding model behavior (Lester et al.,
2021). In contrast, soft prompts, which are em-
beddings that can be optimized during training,

have a better ability to instruct LLMs for ATS. Re-
cent studies have shown that prompt-tuning can
effectively instruct LLMs for various NLP tasks.
P-tuning, a specific form of prompt tuning, further
optimizes trainable continuous vectors to capture
task-specific knowledge without updating model
weights (Liu et al., 2023).

Retrieval augmented generation (RAG) has been
rapidly developing in recent years as a key tech-
nology in advancing LLMs by retrieving relevant
documents through semantic similarity calculation
(Lewis et al., 2020). Recent studies have shown the
effectiveness of RAG for summarization of com-
puter codes in the general domain (Liu et al., 2020;
Parvez et al., 2021). RAG-based summarization
uses a “Retriever” to first identify the sentences
that meet the summarization instructions through
semantic similarity calculation, which will be used
as the input for a “Generator” to generate a shorter
summary. Thus, the “Retriever” and the “Genera-
tor” are the key components.

3 Dataset

The “Discharge Me!” (Xu et al., 2024) challenge
dataset 1 is curated from the MIMIC-IV database
(Johnson et al., 2023) and features over 109,000
ED visits. Each record includes ICD-9 or ICD-
10 diagnosis codes, chief complaints, at least one
radiology report, and a discharge summary with
“Brief Hospital Course” and “Discharge Instruc-
tions”. The dataset was split into training (68,785
samples), validation (14,719 samples), phase I test-
ing (14,702 samples), and phase II testing (10,962
samples) subsets. The phase II testing dataset will
serve as the final test set. All datasets and tables
are derived from the MIMIC-IV submodules.

The challenge focuses on the automated genera-
tion of the “Brief Hospital Course” and “Discharge
Instructions” sections. Table 1 shows the items
from different sources. All sources of data in the
training and validation sets are allowed to use for
model training except the two target sections.

4 Methods

Triggered by the recent RAG-based summariza-
tion methods, we developed a hybrid solution
that is composed of a “Retriever” and a “Genera-
tor”. We fine-tuned an encoder-only clinical LLM,
GatorTron, as the retriever to identify important

1https://physionet.org/content/discharge-me/1.3/
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Discharge summary

PRIMARY:\nCOPD 
Exacerbation\n\

nSECONDARY:\nAfib\
nAnxiety\nHTN\nCAD

1. Acetaminophen 325 
mg PO Q4H:PRN Pain \
n2. albuterol sulfate 90 

mcg/actuation 
inhalation Q4H \...

Ms. ___ is a ___ female 
with history of \nCOPD 

on home O2, atrial 
fibrillation on apixaban, 

hype...

Segment by 

sections

Selected subset 1

Selected subset 2

Original form

Name entity recognition Acetaminophen-
treatment", "Pain - 

Mild-problem", "Fever-
problem", "Citalopram-

treatment", 
"Cyanocobalamin-

treatment"

NER results

Concatenate 

P-tuning

GatorTronGPT

GatorTron

Ms. ___ is a ___ female 
with history of \nCOPD 

on home O2, atrial 
fibrillation on apixaban, 

hype...

Generated results

Figure 1: Overview of our summary generation pipeline

Item Total Count
Visits 109,168
Discharge Summaries 109,168
Radiology Reports 409,359
ED Stays 109,403
ED Diagnoses 218,376

Table 1: Source of Dataset items

clinical concepts, which were used by the Genera-
tor, GatorTronGPT, to generate the target sections.
To reduce the length of the input, we used a rule-
based method to segment the notes into individ-
ual sections. We manually examined several notes
from the training set to identify (1) a subset of sec-
tions that are directly related to the target sections,
and (2) a subset of sections useful but not directly
relevant to the target sections. The input was recon-
structed by concatenating: (1) original text from
the sections directly related to the target sections,
(2) Clinical concepts extracted using GatorTron
from the sections useful but not directly related to
the target sections, and (3) diagnosis descriptions.
To instruct GatorTronGPT to generate target sec-
tions, we explored four strategies by combining
different tuning methods and input construction
methods: (1) traditional fine-tuning using origi-
nal inputs, (2) fine-tuning using our reconstructed
inputs, (3) prompt-based tuning (p-tuning) using
original inputs, and (4) p-tuning using our recon-
structed inputs.

The following sections highlight the approach
that demonstrated the best performance—p-tuning
using both NER results and original texts. This
method integrates several advanced techniques and
models to optimize outcomes. As illustrated in
Figure 1, our best strategy combines the genera-

tive capabilities of state-of-the-art clinical large
language models, the extractive ability of NER sys-
tems, and efficient instruction using soft-prompt
tuning techniques. The experimental results show
that our approach can generate coherent contexts
for the two important clinical sections.

The following subsections describe the models
and methods used in our study, including the model
architectures, training strategies, and evaluation
metrics.

4.1 Large Language Models

GatorTron (Yang et al., 2022), a BERT-style large
clinical language model, pretrained on over 90 bil-
lion words. This extensive corpus included more
than 80 billion words from 290 million clinical
notes sourced from the University of Florida (UF)
Health System, encompassing patient records from
2011 to 2021 across more than 126 clinical depart-
ments and approximately 50 million encounters.
These notes spanned various healthcare settings,
such as inpatient, outpatient, and emergency de-
partment visits.

GatorTronGPT (Peng et al., 2023) is a gen-
erative clinical large language model specifically
developed for medical research and healthcare ap-
plications. It was trained on 277 billion words,
including 82 billion words of de-identified clinical
text from the University of Florida (UF) Health
and 195 billion words of general English text. Uti-
lizing the GPT-3 architecture with up to 20 bil-
lion parameters, GatorTronGPT demonstrated su-
perior performance in biomedical natural language
processing tasks such as relation extraction and
question answering. Prior studies have demon-
strated GatorTronGPT’s capability to generate pre-
cise and contextually pertinent summaries from
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doctor-patient dialogues (Lyu et al., 2024). In this
study, we deploy both the GatorTronGPT-5B and
GatorTronGPT-20B models to further explore their
efficacy in addressing abstractive summarization
tasks.

4.2 Named Entity Recognition
In our approach, we applied Named Entity Recog-
nition (NER) before the abstractive summarization
step to focus LLMs on critical clinical concepts in
the notes. We employed GatorTron, fine-tuned on
the 2010 i2b2 dataset, including annotated concepts
for problems, treatments, and lab tests, to capture
important patient information from clinical notes.
This enhanced the focus of GatorTronGPT on us-
ing important healthcare information to generate
note sections.

4.3 P-tuning for Abstractive Summarization
To enhance the performance of GatorTronGPT
for abstractive summarization, we adopted p-
tuning methods. Specifically, we incorporated
“soft prompts” as trainable variables to instruct
GatorTronGPT. During the tuning process, the
GatorTronGPT weights remain unchanged, and
only the parameters of the soft prompts are up-
dated. This technique involves adding a sequence
of virtual tokens to the input, which are repre-
sented by trainable embeddings dynamically ad-
justed through Multi-Layer Perceptron (MLP) and
Long Short-Term Memory (LSTM) networks.

The P-tuning method allows the model to utilize
its extensive pre-trained weights while fine-tuning
it to a specific task of generating precise and contex-
tually relevant summaries from input texts. Since
only the parameters of the soft prompts were up-
dated in backpropagation and the parameters of
GatorTronGPT were not updated, our solution pro-
vides a cost-efficient solution to instruct LLMs for
ATS.

In this study, we implemented P-tuning using
both GatorTronGPT-5B and GatorTronGPT-20B
models. The training objective is to minimize the
cross-entropy loss, calculated based on the discrep-
ancy between the model-generated summaries and
the gold-standard summaries. This objective en-
sures that the generated summaries are both precise
and contextually relevant.

4.4 Automatic Evaluation
We used the official evaluation metrics released by
the challenge organizers to evaluate our generated

sections. Based on the textual similarity and fac-
tual correctness, including BLEU-4 (Papineni et al.,
2002), Rouge (Lin, 2004), BERTScore (Zhang
et al., 2019), METEOR (Banerjee and Lavie, 2005),
AlignScore (Zha et al., 2023), and MEDCON (Yim
et al., 2023), the final results are scored separately
for each target section (“Brief Hospital Course” and
“Discharge Instructions”), and the mean score for
each metric is calculated across all test samples.
The mean of the scores for each metric across both
target sections is then computed, and the overall
system score is the mean of these metric means.

4.5 Human Evaluation

Three clinicians evaluated a subset of 25 samples
from the test phase. The evaluations using five-
point Likert scale measurements focus on Com-
pleteness, Correctness, Readability, and Holistic
Comparison to the Reference Text. Scores from
the three clinicians were averaged for each sam-
ple and then averaged across the 25 samples. This
yielded seven total scores: four for the Brief Hospi-
tal Course (completeness, correctness, readability,
and overall) and three for Discharge Instructions
(completeness, correctness, and overall).

5 Experiments

5.1 Data Exploration

We manually reviewed a subset of notes from dif-
ferent sources. All the discharge summaries that
contain a “Brief Hospital Course” and a “Discharge
Instructions” section were used. Each visit is de-
fined by a unique “hadm_id” and is associated with
a corresponding discharge summary with at least
one radiology report.

We performed a statistical analysis to determine
the average length and discovered that nearly 15%
percent of discharge summaries exceed the maxi-
mum input length of our generative model. This
finding underscores the need for effective trunca-
tion or summarization strategies to ensure compati-
bility with the model’s input constraints.

5.2 Data Preprocessing

We performed the following steps to facilitate the
model training for generating discharge summary
sections.

5.2.1 Data Segmentation
Segmentation is important to isolate specific nar-
rative blocks relevant to different aspects of target
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Segmented Sections
Chief Complaint
Major Surgical or Invasive Procedure
History of Present Illness
Past Medical History
Social History
Family History
Physical Exam
Pertinent Results
Brief Hospital Course
Medications on Admission
Discharge Medications
Discharge Disposition
Discharge Diagnosis
Discharge Condition
Discharge Instructions

Table 2: Segmentation results for discharge notes sec-
tions

sections. We applied a rule-based method to seg-
ment the discharge summaries into clinical sections,
leveraging the existing structure of clinical notes.
Specifically, we manually created a list of notes
section names to split each section. These sections
included “Chief Complaint”, “Major Surgical or
Invasive Procedure”, “History of Present Illness”,
and several others leading to discharge summary
sections. Table 2 shows the data segmentation re-
sult for the discharge summary.

5.2.2 Data Selection
The “Brief Hospital Course” section is used to syn-
thesize a detailed narrative of the patient’s hospital
stay, emphasizing the sequence of medical events,
interventions, and outcomes. The “Discharge In-
structions” section is used to produce clear and con-
cise guidelines for post-hospital care, ensuring that
instructions are patient-centric, easy to understand,
and aligned with best-practice recovery protocols
(Searle et al., 2023). We manually identified the
note sections that may contain the required infor-
mation for the two target sections. For each target
section, we reviewed randomly sampled notes from
the training set to identify relevant note sections
that contain important information related to the
target section. We divided the selected sections
into two subsets: subset 1, which were processed
by GatorTron to extract important clinical concepts,
and subset 2, which were directly used in the input
as they are directly related to the target sections.
Table 7 in the Appendix provides the sections we

selected for generating the two target sections.

5.2.3 Identify Critical Patient Information
using GatorTron

We fine-tuned the GatorTron model using the
i2b2 2010 challenge dataset following the default
training and test settings. We applied fine-tuned
GatorTron to recognize the following clinical con-
cepts:

• PROBLEM: including clinical conditions,
symptoms, and diagnoses, which identify the pa-
tient’s primary and secondary health issues

• TREATMENT: including procedures, medica-
tions, and other therapeutic interventions, which
detailing the medical and surgical management of
the patient.

• TEST: including diagnostic tests and their re-
sults, which are essential for the diagnosis, moni-
toring, and management of health conditions.

We processed the separated sections individually
to generate a set of clinical concepts for different
sections.

5.3 P-tuning for Note Section Generation

Prompt Construction We constructed a gen-
eral instruction template for fine-tuning the
GatorTronGPT models. The prompts template is
structured as follows: “<|VIRTUAL_PROMPT|>
Input: {input} \n Output:{output}”, where place-
holder “<|VIRTUAL_PROMPT|>” represent soft
prompt which was randomly initialized at the be-
ginning and updated during the p-tuning.

To ensure the generation quality, we carefully
designed an input prompt to focus GatorTronGPT.
Each input prompt begins with clear instructions
to guide the model: “Given the following con-
cepts and text extracted from each section in a dis-
charge summary, generate the section ‘Discharge
Instructions’”. We used this instruction to instruct
GatorTronGPT to generate the target sections prop-
erly.

To integrate the selected sections as input, we
extracted all the clinical concepts using GatorTron
from the selected subset 1 and concatenated them
with commas. Different sections are isolated using
“\n”. The output is the target section specified in
the input instruction, ensuring the model focuses
on generating the appropriate discharge section.
Table 8 in the Appendix shows the input prompt
we construct for different target sections.

Experimental Setting We adopted a grid search
to optimize the hyperparameters, including the
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Target Section Split Original NER Result

Brief Hospital Course
Train 2921 450
Valid 2925 446
Test 2910 445

Discharge Instructions
Train 2921 401
Valid 2925 405
Test 2910 400

Table 3: Average Input Length Among Data Splits

training hyperparameter learning rate, the training
batch size and the P-tuning virtual token length,
and the inference hyperparameter temperature and
the value of top p in nucleus sampling. We used the
training set provided in this challenge to p-tuning
GatorTronGPT. The best models were selected ac-
cording to the cross-validation performances mea-
sured by the overall score based on the evaluation
metrics provided by the challenge. We used the
following parameters in our best performance: a
global batch size of 64, a learning rate of 0.0001,
a virtual token length of 50, a temperature of 0.2,
and a top p of 0.6. All experiments were conducted
using 8 Nvidia A100-80G GPUs.

6 Results

6.1 Extract Clinical Concepts Using
GatorTron

We fine-tuned GatorTron using the 2010 i2b2
datasets to extract problems, treatments, and lab
tests from the selected sections to reduce the input
length. Table 3 compares the average input length
between the original contents, and GatorTron ex-
tracted concepts and compares them with the origi-
nal content. Using GatorTron to extract concepts
reduced the input length by 80% on average.

Table 4 provides an example of the original text
and the GatorTron-extracted concepts. GatorTron
can extract critical concepts with important clini-
cal meaning to facilitate section generation using
GatorTronGPT models.

6.2 Target Note Section Generation
Table 5 compares different strategies to generate
the target note sections. The GatorTronGPT-
20B model consistently outperformed the
GatorTronGPT-5B across all evaluation metrics,
achieving the highest overall score of 0.2885.
Furthermore, p-tuning demonstrated better per-
formance than traditional fine-tuning methods.
Notably, our strategy to combine NER results
with the original text consistently achieved
higher scores across all evaluation metrics for

Original Content NER Result
- prior paramedian pon-
tine infarct (___) \n-
right-sided lenticulos-
triate territory infarct
___\n- Hypertension
as per prior medi-
cal records(patient
denies)\n- Dyslipi-
demia \n- Colon
cancer 2/p right colec-
tomy in ___ with
prolonged\n stuttering
course of adjuvant
chemotherapy (diag-
nosed in setting\nof GI
bleeding)\n- Cholecys-
tectomy for chronic
cholecystitis and
gallstones in\n___\n-
Diverticulosis\n- Hem-
orrhoids

prior paramedian
pontine infarct, right-
sided lenticulostriate
territory infarct,
Hypertension, Dyslipi-
demia, Colon cancer,
right colectomy, ad-
juvant chemotherapy,
GI bleeding, Chole-
cystectomy, chronic
cholecystitis, gall-
stones, Diverticulosis,
Hemorrhoids

Table 4: An example of original content and GatorTron
extracted concepts.

both models under different training strategies.
Both GatorTronGPT-5B and GatorTronGPT-20B
showed remarkable improvements with p-tuning
when using NER results combined with the
original text. GatorTronGPT-20B achieved the best
BLEU score of 0.1211 and BERTScore of 0.3894.

6.3 Generation Result Analysis
Table 9 in the Appendix provides examples gener-
ated by GatorTronGPT and compared with the cor-
responding ground truth. This section delves into
the qualitative aspects of these generation results,
highlighting strengths and areas for improvement.

For the “Brief Hospital Course” section, the text
generated by GatorTronGPT accurately captures
the patient’s conditions and history, showcasing
the model’s ability to understand and summarize
complex medical information. The list format used
in the generated text is concise and clear, making
it easy to identify key information quickly. While
the ground truth uses a narrative format that offers
a more cohesive flow, the list format enhances the
document’s usability in a clinical setting by high-
lighting essential details.

For the “Discharge Instructions” section, the sec-
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Model Strategy Input BLEU-4 Rouge-1 Rouge-2 Rouge-L BERTScore Meteor Align Medcon Overall

GatorTronGPT-5B
FT All Text 0.037 0.163 0.043 0.142 0.293 0.244 0.169 0.280 0.171

FT NER + Text 0.074 0.318 0.125 0.212 0.333 0.252 0.244 0.317 0.234

PT All Text 0.054 0.194 0.039 0.140 0.310 0.287 0.189 0.285 0.187

PT NER + Text 0.082 0.357 0.108 0.235 0.368 0.321 0.257 0.319 0.256

GatorTronGPT-20B
FT All Text 0.050 0.183 0.064 0.169 0.300 0.246 0.174 0.299 0.186

FT NER + Text 0.096 0.340 0.172 0.250 0.379 0.245 0.250 0.344 0.259

PT All Text 0.048 0.267 0.106 0.180 0.279 0.191 0.264 0.333 0.208

PT NER + Text 0.121 0.396 0.179 0.270 0.389 0.299 0.284 0.371 0.289

Table 5: Results of GatorTronGPT using different training strategies (FT: Fine-tuning, PT: P-tuning).

tion generated by GatorTronGPT captured most
of the key information from the ground truth and
covered the admission reasons (nausea, heart fail-
ure), treatment (diuretics), and high blood pressure
medications. The generated result simplifies some
details (e.g., “heart failure exacerbation” instead of
“too much fluid in your body (heart failure)”). This
simplification demonstrates a strength in producing
clear and concise instructions.

6.4 Human Evaluation

The organizer picked up 25 samples from the sub-
mitted results and recruited three clinicians for
manual evaluation. For each sample, the three
clinicians evaluated the Readability, Correctness,
and Completeness using scores from 1 to 5, where
1 indicates the worst score and 5 the best score.
The overall score was derived by calculating the
average score. Table 6 shows the human evalu-
ation scores. For the Brief Hospital Course, we
achieved a Correctness score of 3.3600, indicating
that our content contained few inaccuracies and
was unlikely to impact future care adversely. Ad-
ditionally, the Readability score of 2.7067 shows
that our text, while slightly harder to read than the
reference, maintained a reasonable level of clarity.
For the Discharge Instructions, our Completeness
score of 3.0133 highlights our ability to capture a
significant portion of important information, and
a Correctness score of 3.2933 further underscores
our commitment to accuracy in content.

7 Conclusion

This paper presents a hybrid system developed by
our team in participating in the “Discharge Me!”
Challenge at the BioNLP 2024 Shared Task. We
developed a hybrid system by combining extrac-
tive and abstractive summarization techniques. Our
solution is triggered by the retrieval augmented gen-

Average Score Brief Hospital Discharge
Course Instructions

Overall 1.41 1.79

Completeness 2.48 3.01

Correctness 3.36 3.29

Readability 2.71 -

Table 6: Human Evaluation Results.

eration (RAG) strategy that consists of a retriever
to identify relevant information and a generator to
generate the content. We fine-tuned GatorTron to
recognize important problems, treatments, and lab
tests from clinical notes as the retriever. We ap-
plied a clinical generative LLM, GatorTronGPT, as
the generator to generate the target sections. Our
approach was ranked 5th place among the partici-
pating teams, achieving an overall score of 0.284.

Using a fine-tuned encoder-only LLM,
GatorTron, as the retriever, our system is able
to capture important clinical concepts to reduce
the input length and to focus the generator,
GatorTronGPT, on those important clinical
concepts. This strategy alleviated the challenge
of token limitation in LLMs when dealing with
clinical documents with extensive lengths. By
integrating NER results from selected subset one
with original text from the other selected subset,
the input size was reduced by approximately 80%
on average, which enabled the GatorTronGPT
model to operate more efficiently and effectively.

The human evaluation results offer valuable in-
sights into the quality of the generated discharge
summaries. By conducting an average score from
three clinicians, we got a more unbiased human-
assessed performance of our generation pipeline.
This process guides future enhancements to our
model and data preprocessing methods. Overall,
our study demonstrates the effectiveness of a hy-
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brid approach that leverages both extractive and ab-
stractive techniques in the generation of discharge
summaries. The integration of NER and advanced
generative modeling not only improves the manage-
ability and performance of the task but also ensures
the production of high-quality, contextually appro-
priate summaries.

8 Limitations

We used the 2010 i2b2 dataset to fine-tune
GatorTron to serve as the retriever. However,
the challenge dataset was developed using clinical
notes from a different source, which may hamper
the performance of clinical concept extraction. The
retriever only recognizes three types of concepts:
problems, treatments, and lab tests. If GatorTron
missed some key clinical concepts in the notes,
GatorTronGPT may produce incomplete or inaccu-
rate note sections. Future studies need to examine
more advanced solutions.
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A Appendices

Target Section Selected Note Sections

Brief Hospital Course

Subset 1:
Physical Exam
Pertinent Results
Radiology report
Subset 2:
Chief Complaint
Major Surgical or Invasive Procedure
History of Present Illness
Diagnosis description
Discharge Disposition
Discharge Diagnosis
Discharge Condition

Discharge Instructions

Subset 1:
Pertinent Results
Discharge Medications
Subset 2:
Chief Complaint
Major Surgical or Invasive Procedure
History of Present Illness
Diagnosis description
Discharge Disposition
Discharge Diagnosis
Discharge Condition

Table 7: Selected Note Sections for Target Sections

Target Section Example
Brief Hospital Course <|VIRTUAL_PROMPT|> Input: Given the following concepts and text extracted

from each section in a discharge summary, generate the section “Discharge
Instructions”. \n\n Chief complaint:... Discharge Instructions: \n

Discharge Instructions <|VIRTUAL_PROMPT|> Input: Given the following concepts and text extracted
from each section in a discharge summary, generate the section “Brief Hospital
Course”. \n\nChief complaint: ... Brief Hospital Course: \n

Table 8: Prompt Examples for Target Sections
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Target Section Ground Truth GatorTronGPT Generated Text
Brief Hospital Course It was a pleasure caring for you at ___.

You were admitted for a headache and
for nausea. You were found to have
too much fluid in your body (heart fail-
ure) and this was causing stress to your
heart. We treated you with diuretics
and with medications to improve the
blood flow to your heart. Your blood
pressure was also found to be too high
so we added a new blood pressure med-
ication.

Dear Ms.___, It was a pleasure taking care of you
at ___. You were admitted with nausea and vomit-
ing and found to have a heart failure exacerbation.
You were treated with diuretics and your symptoms
improved. You also had high blood pressure. You
were started on blood pressure medication”

Discharge Instructions Hospitalization Summary: Ms.___ is
an ___ yo ___ F with atrial fibrillation
flutter on dabigatran, coronary artery
disease, diastolic heart failure (LVEF
60% in ___, hypertension hyperlipi-
demia, and vascular dementia who pre-
sented with nausea and headache and
was found to be in acute-on-chronic
diastolic heart failure in the setting of
NSTEMI.

Ms.___ is an ___ with atrial fibrillation/flutter
on dabigatran, coronary artery disease, dias-
tolic heart failure (LVEF 60% in ___, hyperten-
sion/hyperlipidemia, and vascular dementia who
presents with nausea and headache.
# Nausea/vomiting:
# Headache:
# Hypertensive urgency:
# NSTEMI:
# Acute diastolic CHF exacerbation:
# Hypertension:
# Hyperlipidemia:

Table 9: Comparison between GatorTronGPT Generated Text and Ground Truth across Section
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