Domain-specific or Uncertainty-aware models: Does it really make a
difference for biomedical text classification?
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Abstract

The success of pretrained language models
(PLMs) across a spate of use-cases has led to
significant investment from the NLP commu-
nity towards building domain-specific founda-
tional models. On the other hand, in mission
critical settings such as biomedical applications,
other aspects also factor in—chief of which is a
model’s ability to produce reasonable estimates
of its own uncertainty. In the present study, we
discuss these two desiderata through the lens of
how they shape the entropy of a model’s output
probability distribution. We find that domain
specificity and uncertainty awareness can often
be successfully combined, but the exact task at
hand weighs in much more strongly.

1 Introduction

Deep-learning models are trained with data-
driven approaches to maximize prediction accuracy
(Goodfellow et al., 2016). This entails several well-
documented pitfalls, ranging from closed-domain
limitations (Daume III and Marcu, 2006) to so-
cial systemic biases (McCoy et al., 2019; Schnabel
et al., 2016). These limitations compound to a se-
vere deterioration of model performances in out-of-
domain (OOD) scenarios (Hurd et al., 2013; Shah
et al., 2020). This has led to engineering efforts
towards developing models tailored to specific do-
mains, ranging from the legal (Paul et al., 2023)
to the biomedical (Lee et al., 2020; Singhal et al.,
2023) ones.

Domain-specific models, while useful, are rarely
considered as a definitive answer. Crucially, in
the biomedical domain, experts require more reli-
ability from these models—in particular, insofar
as accounting for uncertainty in prediction is con-
cerned. For example, in the case of a risk scor-
ing model used to rank patients for live transplant,
uncertainty-awareness becomes critical. The lack
of uncertainty-aware models may lead to improper
allocation of medical resources (Steyerberg et al.,
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Figure 1: Illustration of this study’s setup. We per-
form a systematic comparison of domain-specificity and
uncertainty-awareness in the medical domain.

2010). Such concerns exemplify the importance
of uncertainty aware models and its critical role in
model selection.

The compatibility of domain-specific pretraining
and uncertainty modeling appears under-assessed.
To illustrate this, one can consider the entropy of
output distributions: Domain-specific pretraining
will lead to more probability mass assigned to a sin-
gle (hopefully correct) estimate, leading to a lower
entropy; whereas uncertainty-aware designs intend
to not neglect valid alternatives—meaning that the
probability mass should be spread out, which en-
tails a higher entropy when uncertainty is due.

In this work, we reflect on how model-specificity
and uncertainty-awareness articulate with one an-
other. Figure 1 illustrates the experimental setup
we use for our study. In practice, we study the
performances of frequentist and Bayesian general
and domain-specific models on biomedical text
classification tasks across a wide array of metrics,
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Dataset Task Description

Splits Statistics

train val test #Class CIR avglen maxlen
=2 MedABS Predict the patient condition described, given a medical abstract 8662 2888 2888 5 3.1445  180.59 597
== MedNLI Predict the inference type, given a hypothesis and a premise 11232 1395 1422 3 1 23.83 151
= SMOKING Predict the patient smoking status, given a medical discharge record 398 100 104 5 2375 65430 2788
1 PxSLU Predict the drug prescription intent, given a user speech transcription 1386 198 397 4 98.1538  11.40 48
1 MedMCQA  Predict the number of answers, given a medical multi-choice question 2171 312 622 5 21.1176  12.90 92
LI MORFITT  Predict the speciality, given a scientific article abstract 1514 1022 1088 12 15.3529 226.33 1425

Table 1: Datasets description. CIR denotes class imbalance ratio.

ranging from macro F1 to SCE, with a specific
focus on entropy (Ruder and Plank, 2017; Kuhn
et al., 2023). More narrowly, we study the follow-
ing research questions: RQ1: Are the benefits of
uncertainty-awareness and domain-specificity or-
thogonal? RQ2: Given our benchmarking results,
should medical practitioners prioritize domain-
specificity or uncertainty-awareness?

2 Related Work

Recently, uncertainty quantification has gained
attention from the NLP community (Xiao and
Wang, 2019; Xiao et al., 2022; Hu et al., 2023)—
particularly in mission critical settings, such as in
the medical domain (Hwang et al., 2023; Barandas
et al., 2024). In parallel, compared to domain adap-
tation approaches (Wiese et al., 2017) for the medi-
cal domain, there is a growing interest in domain-
specific language models starting from BioBERT
(Lee et al., 2020) to the recent MedPalM (Singhal
et al., 2023). Xiao et al. (2022) presented an elab-
orate study of uncertainty paradigm for general-
domain PLMs. While uncertainty modeling has
been applied to biomedical data previously (e.g.,
Begoli et al., 2019; Abdar et al., 2021), surpris-
ingly little has been done for biomedical textual
data. Therefore, our study precisely focuses on the
interaction between the two paradigms for medical
domain NLP tasks. We address this gap by focus-
ing specifically on predictive entropy (Ruder and
Plank, 2017; Kuhn et al., 2023).

3 Methodology

Datasets. We conduct experiments on six stan-
dard biomedical datasets: three English datasets,
viz. MedABS (Schopf et al., 2023), MedNLI
(Romanov and Shivade) and SMOKING (Uzuner
et al., 2008); as well as three French datasets, viz.
MORFITT (Labrak et al., 2023b), PxSLU (Ko-
cabiyikoglu et al., 2022) and MedMCQA (Labrak
et al., 2023a).

For MEDABS, SMOKING, PxSLU, and
MEDMCQA, we do not perform any special pre-

processing. For MEDMCQA, we perform Task 2,
i.e., predicting the number of possible responses
(ranging from 1-5) for the input multi choice ques-
tion. For MEDNLI, we concatenate the statement
and hypothesis using the [SEP] token and use it
as an input converting it to a multi-class task. For
MORFITT, which is originally a multi-label classi-
fication task, we use the first label for each sample
to convert it to a multi-class problem. The descrip-
tive statistics of these datasets are listed in Table
1, along with class imbalance ratio (CIR; Yu et al.,
2022). See Appendix A.4 for more information.

Models. We derive classifiers from language-
specific PLMs: for English datasets, we use BERT
(Devlin et al., 2018) and BioBERT (Lee et al., 2020);
for French, we use CamemBERT (Martin et al., 2019)
and CamemBERT-bio (Touchent et al., 2023). We
compare two types of models, frequentist deep
learning models (DNN) and Bayesian deep learn-
ing models (BNNs). The DNN model comprises of
a PLM-based encoder, a Dropout unit along with
1-layer classifier. The BNN models are likewise
based on a PLM encoder, along with a Bayesian
module applied over the classification layer. We
also experimented with MC-dropout models (Gal
and Ghahramani, 2016), DropConnect (Mobiny
et al., 2021), and variational inference (Blundell
et al., 2015) models. We focus' on the DropCon-
nect architecture which comprises a PLM encoder
along a DropConnect dense classification layer.
This approach infuses stochasticity into a deter-
ministic model by randomly zeroing out classifier
weights with probability 1 — p. This allows us to
sample multiple outputs for a given input, thus en-
abling to aggregate the predictions and to produce
estimates of uncertainty.

For simplicity, we note domain-specific mod-
els as +D (and general models —D); uncertainty
aware models are referred to as +/ (with frequen-

'We justify our focus on DropConnect empirically, as it
yielded the highest validation F1 scores on average in our case.
See Appendices A.1 and B for details. All main text results
for uncertainty-aware classifiers pertain to DropConnect.
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tist models noted —f). We replicate training across
10 seeds per model and dataset; further implemen-
tation details can be found in Appendix A.2.

Evaluation Setup. We evaluate classifiers on two
aspects: task performance and uncertainty aware-
ness. For text classification, we report Macro-F1
and accuracy. For uncertainty quantification we
report Brier score (BS; Brier, 1950), Expected Cal-
ibration Error (ECE; Naeini et al., 2015), Static
Calibration Error (SCE; Nixon et al., 2019), Neg-
ative log likelihood (NLL), coverage (Cov%) and
entropy (H). See Appendix A.3 for definitions.
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(c) Calibration metrics

Figure 2: Performances for empirically best models
(selected metrics), z-normalized per dataset. See Table 5
in Appendix B for full non-normalized results.

4 Results

Performance. All results are listed in Table 5
in Appendix B, we highlight some key metrics in
Figure 2. Insofar as classification metrics go, +D
configurations outperform —D ones. More gen-
erally, as all scores are highly dependent on the
exact dataset considered, we first de-trend them
by z-normalizing results on a per-dataset basis to
simplify analysis. We find +D + U classifiers
to be strong contenders, although they are often

outperformed—especially by +D — I/ models on
classification metrics (Figure 2b) and by —D + U
models on calibration metrics (Figure 2¢). As for
entropy, we find both +D — U and +D + U to
lead to lower scores. Trends are consistent across
languages.

Relative importance. To interpret results in Fig-
ure 2 more rigorously, we rely on SHAP (Lundberg
and Lee, 2017). SHAP is an algorithm to compute
heuristics for Shapley values (Shapley, 1953), viz.
a game theoretical additive and fair distribution of a
given variable to be explained across predetermined
factors of interest. Here, we analyze the scores ob-
tained by individual classifiers on all 8 metrics,
and try to attribute their values (z-normalized per
dataset) to domain specificity (+D), uncertainty
awareness (£{{) and the dataset one observation
corresponds to (ds.).

Results are displayed in Figure 3; specific points
correspond to weights assigned to one of the fac-
tors for one of the datapoints, factors are sorted
from most to least impactful from top to bottom.
We can see that which of domain specificity and
uncertainty awareness has the strongest impact de-
pends strictly on the metrics: Cases where £D
is assigned on average a greater absolute weight
than 4/ account for exactly half of the metrics
we study. Another import trend is that effects tied
to +D are also often attested for +/: if domain
specificity is useful, then uncertainty awareness is
as well.> Lastly, weights assigned to both =D and
+U are considerably smaller than those assigned
to datasets, showcasing that these trends are often
overpowered by the specifics of the task at hand.

Entropy. A desideratum we laid out above is to
have large entropy scores when the model is in-
correct. Focusing on entropy, we display how it
compares to the probability mass assigned to the
target in Figure 4. In detail, we retrieve all predic-
tions for every datapoint across all classifiers and
then z-normalize entropy scores and probability as-
signed the target class.’> We can see that incorrect

*There are two notable exceptions: ECE and coverage,
where we find +D to be detrimental. Variation across seeds
might explain the discrepancy with Table 5.

3When plotting entropy against probability mass assigned
to the target class, we can keep in mind some useful points
of reference. A perfect classifier that is always confidently
correct should display a high probability mass and a low en-
tropy (i.e., top left of our plot); what we hope to avoid is a
confidently incorrect classifier (bottom left). As entropy and
probability are statistically related, it is impossible to observe
a high probability mass and a high entropy (top right). Lastly,
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Figure 3: SHAP attributions. Variables are ordered by mean absolute SHAPs. In blue, weight assigned when the
variable is negative; in red, when it is positive. ‘ds.” denotes a categorical variable tracking the dataset.
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Figure 4: Entropy vs. probability mass assigned to the
target (z-normalized per classifier). Orange: correct
predictions; Blue: incorrect.

predictions do result in more spread out entropy
scores. Moreover, we can notice some tentative
differences between the four types of classifiers of
our study: Correct predictions from +D + U/ mod-
els seem to lead to an especially tight correlation
between entropy and probability mass.

However, establishing whether this difference
is significant requires further testing. We there-
fore measure whether incorrect predictions lead
to higher entropy in two ways: (i) using Mann—
Whitney U-tests, from which we derive a common
language effect size f (as the entropy of incorrect
predictions should be higher);* and (ii), by comput-
ing Spearman correlation coefficients between the
assuming the classifier outputs continuous scores, this statisti-
cal dependency also dictates that probability mass and entropy
be inversely correlated for correct predictions.

*All U-tests suggest entropy for incorrect predictions is
significantly higher (p < 107'°).

effect size f Spearman’s p

> S S 03 N S S 0>

I \ + T I ! + o+

Q Qa Qa Q Qa Qa Qa Q

I + I T I + I +
MedABS 625 64.8 624 67.3 —48.0 —47.9 —44.6 —53.5

MedNLI 732 732 740 77.0
SMOKING 75.8 71.6 742 7438
PxSLU 654 87.2 65.1 858
MedMCQA 65.6 63.8 66.6 68.2
MORFITT 65.6 66.1 65.0 64.8

~73.2 —77.4 —76.1 —83.3
—56.5 —38.0 —50.0 —56.0
—85.4 —69.1 —87.3 —96.2
—82.3 —82.2 —60.8 —62.6
—54.6 —55.1 —50.8 —51.0

Table 2: Statistical tests on entropy measurements, with
best and second best highlighted.

entropy and the mass assigned to the target class (as
entropy should degrade with correctness). Corre-
sponding results are listed in Table 2: Across most
of the datasets we study, the top or second most
coherent distributions we observe are for domain-
specific and uncertainty-aware models. However,
we also observe that actual performances are highly
sensitive to the exact classification task at hand.

5 Discussion & Conclusion

We can now answer our initial research questions.
RQ1: Are the benefits of uncertainty-awareness
and domain-specificity orthogonal? We have seen
in Table 2 that in most cases, using a classifier that
was both domain-specific and uncertainty-aware
led to the optimal distribution shape, with entropy
more gracefully increasing with incorrectness.

RQ2: Should medical practitioners priori-
tize domain-specificity or uncertainty-awareness?
SHAP attributions in Figure 3 strongly suggest that
the evaluation metric dictates the strategy to follow.
As one would expect, accuracy is better captured
with domain-specific models, whereas uncertainty-
aware models tend to be better calibrated.

We also found significant evidence throughout
our experiments that the exact classification task at
hand weighs in much more strongly than the design
of the classifier. This extraneous factor necessar-
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ily complicates the relationship between domain-
specificity and uncertainty-awareness: In a handful
of cases in Figure 2, we observe classifiers that
are neither uncertainty-aware nor domain specific
faring best among all the models we survey—and
conversely domain-specific uncertainty-aware clas-
sifiers can also rank dead last. This is also related
to the often limited quantitative difference between
best and worst models, which for instance can be
as low as £2.3% for F1 on MEDABS (cf. Table 5).
Overall, our experiments suggest a very nuanced
conclusion. Domain-specificity and uncertainty-
awareness do appear to shape classifiers’ distri-
butions and their entropy in distinct but compat-
ible ways, but they have a lesser impact than
the task itself. Hence, while we can often com-
bine uncertainty-awareness and domain-specificity,
there are no out-of-the-box solutions, and optimal
performances require careful application designs.
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A Experimental details

A.1 Supplementary Bayesian models

We include the details for two more Bayesian mod-
els: MC-dropout and variational inference. Note
that for all the Bayesian models we sample K=3
predictions at inference and use the mean predic-
tion.

MCDropout (MCD) This model is based on
a PLM encoder, similar to the main study mod-
els. The difference in this case is that Stochas-
tic Dropout is applied over the classification layer.
MCD (Gal and Ghahramani, 2016) proposes to
extend the usage of Dropout but at inference time
enabling it to sample a multiple K" models, to make
K predictions. The final prediction in the case of
classification model can denoted as

K
§=K"Y fi(z)
k=1

Variational inference (VI) This model is based
on a PLM encoder, similar to the main study mod-
els, with variational inference dense layer as the
classification layer. We use the Bayes by BackProp
(Blundell et al., 2015) for the VI Dense layer. It
approximates the distribution of each weight with a
Gaussian distribution with parameter N (1, p). The
weights are approximated with Monte Carlo gra-
dient. Finally, the predictions are computed using
the predictive posterior distribution, by sampling K
weight instances and making one forward pass per
set of weights same as MCD.

A.2 Implementation details

We use keras-uncertainty models for imple-
menting our BNN model backbones.

Models MedABS MedNLI SMOKING PxSLU MedMCQA MORFITT

Ir E Ir E Ir E Ir E Ir E

Se-6 12 le-4 15 Se-6 15 Se-6 14 Se-5 15
le-5 11 le-5 15 5e-6 13 5e-6 15 S5e-5 13
Se-6 15 Se-5 15 le-5 14 Se-6 11 S5e-5 10
le-5 14 Se-6 13 Se-6 14 le-6 15 Se-5 13

le-5 14 Se-5 15 le-5 15 le-s 10 Se-5 15
le-5 13 le-4 13 le-5 15 S5e-6 15 5e-5 13
Se-5 12 5e-5 10 le-5 14 le-5 15 Se-5 13
Se-6 13 Se-5 14 le-5 14 le-6 15 Se-5 S5

m

Ir

—~D DNN le-5
-D DC 5e-6
—D MCD 5e-5
-D VI Se-6

+D DNN le-5
+D DC  Se-5
+D MCD 5e-5
+D VI le-5

[ERNETIESY ECRVICINN

Table 3: Best hyparameter for each model configu-
ration and dataset pair. We denote both English and
French domain-specific PLMs with +D. The models
DC, MCD, VI are from the +/ set.

Hyperparameter Setting In all cases, we fine-
tune the PLM backbone for all the downstream
task with a maximum sequence length of 512 and
a batch size of 50 sentences. We perform a grid
hyper-parameter search for epochs= {3,4,5, ..., 15}
and 1r= {le-7, 5e-6, le-6, 5e-5, 1e-5, Se-4, le-4}.
We replicate training with 3 seeds for each hyperpa-
rameter configuration, select the optimal configura-
tion for validation F1, and replicate training with
7 more seeds for these optimal configurations, so
as to obtain 10 models per dataset, PLM and archi-
tecture. We also select the main BNN model of the
study by selecting the system yielding the highest
average rank across all six datasets, as displayed in
Figure 5.

We train all models with binary cross entropy
loss and Adam optimizer with e = 107% and 3 =
(0.9,0.999). For all BNN models, we obtain 3 sets
of predictions after training the models to calcu-
late the mean class probabilities. Corresponding
optimal hyperparameters are listed in table 3.

A.3 Calibration metrics definition

In what follows, N denotes the number of sam-
ples in test set, C' denotes the number of classes.
Lower score for Brier score, ECE, SCE, NLL and
Entropy metrics; and higher score for coverage, are
indicative of better uncertainty aware model.

Brier score. Brier (1950) proposed BS which
computes the mean square difference between the
true classes and the predicted probabilities.

L NCoo '
BS = £33 0 - i)

i=1 c=1

Expected Calibration Error. Naeini et al.
(2015) provides weighted average of the difference
between accuracy and confidence across B bins.

B
ECE = Z %|aec(b) — conf(b)]
b=1
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Figure 5: Comparison of various BNN models for different datasets on classification task based on Macro-F1 on

validation set.

where acc(b) and conf(b) are the average accuracy
and confidence of predictions in bin b, respectively.
We set B = 15 in our experiments.

Static Calibration Error. Nixon et al. (2019)
proposed an extension of ECE to multi-class prob-
lems to overcome its limitation of dependence of
the number of bins.

C B
np
SCE = Z Z N—C|acc(b) — conf(d)|
e=1b=1

We set B = 15 in our experiments.

Negative Log Likelihood. serves as the primary
approach for optimizing neural networks in clas-
sification tasks. Interestingly, this loss function
can also double as an effective metric for assessing
uncertainty.

N
NLL = — " y;log(f)
i=1
Coverage Percentage. The normalized form of
number of times the correct class in indeed contain
within the prediction set.

Shannon Entropy. quantifies the expected un-
certainty inherent in the possible outcomes of a
discrete random variable.

N
H=- pilog(p)
=1

A.4 Dataset

We provided supplementary details about each
dataset we used in Table 4.

B Full results

We present the detailed Table for all the configu-
rations in Table 5. As noted in the main text, the
most obvious trend across the board is that scores
are tightly coupled with datasets: The range of
scores achieved by all classifiers we study tends to
be fairly limited across a given dataset, whereas we
can observe often spectacular differences from one
dataset to the next.

Insofar as classification metrics go, we observe
that +D models almost always occupy the top
ranks. This is especially salient in MedABS and
MedNLI, where all +D classifiers outperform all
—D classifiers both in terms of F1 and accuracy.
In PxSLU, the only model that deviates from this
trend is the +D — U model, which appears to suffer
from an especially low accuracy. In the two other
French datasets, along with SMOKING, classifi-
cation metrics do not exhibit as clear a division
between domain-specific and general PLMs.

As for calibration metrics, we find a very sim-
ilar behavior to what we highlight in the main
text: uncertainty-unaware model almost never rank
among the top two contenders. Rankings per met-
ric tend to be fairly stable as long as we control for
domain-specificity.

Lastly, having a look at the various Bayesian
architecture, we can see that DropConnect is not
necessarily the most optimal system across all
uncertainty-aware classifiers. Selecting the best
architectures given 3 seeds, and then expanding to
10 seeds most likely led to some degree of sampling
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Dataset

Sample

Classes

Label Distribution

MedABS (Schopf et al., 2023)

MedNLI (Romanov and Shivade)

SMOKING (Uzuner et al., 2008)

MEDMCQA (Labrak et al., 2023a)

MORFITT (Labrak et al., 2023b)

PxSLU (Kocabiyikoglu et al., 2022)

{text: "Catheterization of coronary artery bypass graft from
the descending aorta. The increasing frequency of reoperation
for coronary artery disease has led to the use of a variety of
grafts. This report describes the catheter technique for selective
opacification of a saphenous vein graft from the descending
thoracic aorta to the posterior coronary circulation. ", label:
"Cardiovascular diseases" }

{text: "No history of blood clots or DVTs, has never had chest
pain prior to one week ago. [SEP] Patient has angina", label:
"entailment" }

{text: "071962960 bh 4236518 417454 12/10/2001 12:00:00
am discharge summary unsigned dis report status : unsigned
discharge summary name : sterpsap , ny unit number : 582-96-
88 admission date : 12/10/2001 discharge date : 12/19/2001
principal diagnosis : prosthetic aortic valve dysfunction as-
sociated diagnoses : aortic valve insufficiency bacterial en-
docarditis , active principal procedure : urgent re-do aortic
valve replacement and correction of left ventricular to aortic
discontinuity . ( 12/13/2001 ) other procedures : aortic root
aortogram ( 12/12/2001 ) cardiac ultrasound ( 12/13/2001 ) in-
sertion dual chamber pacemaker ( 12/15/2001 ) picc line place-
ment ( 12/18/2001 ) history and reason for hospitalization : mr.
sterpsap ...", label: "CURRENT SMOKER"}

{text: "ans la liste suivante, quels sont les antibiotiques utilis-
ables pour traiter une salmonellose chez un adulté?", label: 2}

{text: "La survenue de complications postopératoires
représente un cauchemar (bien réel), tant pour le patient
que pour son chirurgien.  Dés lors, quoi de plus fan-
tasmagorique que d’administrer une « potion magique »
au patient avant lintervention pour éliminer ce risque ?
Le but de cet article est de résumer l’état des connais-
sances actuelles concernant les bénéfices potentiels, liés
a ladministration d’i) rition aux patients traités
pour cancer urologique.....", original_label: [ "Immunolo-
gie","Chirurgie",], label: "Immunologie” }

{text: "antacapone 200 milligrammes 2 comprimés le matin 1
comprimé a midi 2 comprimé le soir traitement pour une durée
totale de 4 semaines", label: "medical_prescription"}

{’Neoplasms’, ’Digestive sys-
tem’, 'Nervous system’, ’Car-
diovascular’, ’General patholog-

ical’ }

{"entailment",  “contradict",
"neutral" }

{"CURRENT SMOKER’,
"NON-SMOKER’, 'PAST
SMOKER’, ’SMOKER’,
"UNKNOWN” }

{1,2,3,4,5}

{ *Vétérinaire’, ’Etiologie’,
’Psychologie’, *Chirurgie’,
*Génétique’, ’Physiologie’,

’Pharmacologie’, ’Microbiolo-

gie’, ’Immunologie’, *Chimie’,
’Virologie’, "Parasitologie” }

{ "medical_prescription”,
"negate”,"replace"”, "none" }

[1925 913 1149 1804
2871]

(3744 3744 3744]

[ 27 49 24 8 190]

[595 528 718 296 34]

[82261321224017 152
39 242 185 104 238]

(1276 15 82 13]

Table 4: Sample data from each Dataset

bias, explaining this discrepancy. It does however
constitute a strong contender across many situa-
tions: it still remains the best ranking Bayesian
architecture on average both in terms of F1 across
the validation set, as well as in terms of test BS.,
ECE, SCE, NLL and Entropy.

In fact, differences in terms of ranks across
datasets per architecture are not always significant:
If we normalize all 80 classifiers per dataset by tak-
ing their rank, then Kruskal-Wallis H-test suggest
that F1, accuracy and ECE do not lead to signifi-
cant rank differences across architectures (assum-
ing a threshold of p < 0.05). Likewise, comparing
+D and —D models with the same procedure does
not lead to significant differences in terms of ECE,
SCE, and coverage.
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Classification Uncertainty
Macro-F1(1) Accuracy(T) BS{) ECE() SCE() NLL(]) Cov%(?T) Entropy({)

—D DNN 60.3633£0.003 60.976540.002 0.5535+0.008  0.1387+0.016 0.068340.004 1.326140.001 0.8976+0.013  1.5579-£0.002
—D DC 60.9855+0.004 61.184240.003 0.5518+0.002  0.1342+0.007 0.067440.003 1.319240.002 0.961140.003 1.5556-0.001

Model

I -D MCD 60.69794+0.004 60.099340.006 0.5691+0.015 0.1503+£0.014  0.06884+0.01  1.323540.008 0.9401+0.013  1.5542-0.002
R —-D VI 60872540001 61.161140.001 0.5531+0.006  0.1394+0.004 0.06954+0.003 1.316440.003  0.958+0.001  1.5541+£0.001
<
8 +D DNN 60.8077+0.013 61.334340.01 0.5499+0.014  0.1448+0.005 0.0695+0.001  1.3201+0.014 0.9193+0.005 1.5561+0.003
= 4D DC 6256420009 62.101820.01 0.5243+0.015 0.1381+0.016  0.0624+0.007 1.2962+0.007 0.9597+0.008 1.5523+0.002
+D MCD 62.2038+0.022 62.1307+40.022 0.5226+0.031  0.1238+0.031  0.0593+0.015 1.3056+0.013  0.9666+0.01  1.5562+0.002
+D VI 63.189310.004 63.169410.003 0.5234+0.009  0.1464+0.01  0.0653+0.003  1.288+0.006 0.9603+0.005 1.5491+0.002
—D DNN 73.8951£0.013 73.839740.015 0.3976+0.006  0.1278+0.02  0.0846+0.012 0.817740.015 0.9119+0.008 1.01560.008
—D DC 74.8161£0.019 74.871140.018 0.4242+40.021  0.18540.007  0.125940.005 0.794510.014  0.8509+0.007  0.9941-0.002
I -D MCD 72.8896+0.03 73.019240.03 0.4163+0.009 0.1214+0.049  0.08654+0.03  0.82984+0.037 0.9109+0.04  1.0171+£0.02
E —D VI  73.0816+0.022 73.1364+0.022 0.4426+0.016  0.18540.023  0.126540.015 0.810940.022  0.85740.035  0.9983+0.011
B +D DNN  77.17240041 77.238640.039 0.3783+0.05  0.1579+0.009  0.1074£0.007  0.7736+0.039  0.857+0.015  0.9952+0.008
= +D DC  79.9945+0.037 80.0047+40.037 0.3375+0.045  0.1392+0.005 0.0956+0.002 0.7486+0.041 0.8872+0.011 0.9924+0.011
+D MCD 80.1022+0.014 80.1688+0.014 0.3453+0.02  0.1565+0.009 0.1065+0.005 0.7437+0.012 0.8654+0.004 0.9872+0.001
+D VI 77.061740.043 77.102740.042 0.35140.046  0.1041+£0.019 0.0773+0.01 0.7851+0.046 0.9293+0.025 1.0101+0.015
—D DNN 27.1141+0.041 45.8333+0.142 0.772440.054  0.296140.057 0.154+0.012  1.429840.106 0.7724+0.163 1.55360.028
—D DC  25.7924+0.041 46.7949+0.039 0.6407+0.035 0.162510.043 0.12154+0.016 1.433140.035 0.945540.031  1.579140.01
lﬂ —D MCD 26.70740.058 45.833340.073 0.7609+0.077  0.2771£0.048  0.150740.021 1.451940.045 0.8942+0.058 1.5651+0.003
Z —D VI 23448540034 32.0513+0.043 0.719740.053 0217140021 0.15+0.023  1.5031+0.038 0.8974=+0.113  1.588740.004
% +D DNN 24982240041 51.6026+0.071 0.6764+0.076  0.2262+0.013  0.1334+0.031 1.3928+0.068 0.6571+0.114 1.5596+0.011
E +D DC  27.0293+0.033 47.115440.075 0.84140.043  0.3441+0.053 0.1738+0.007 1.4297+0.06 0.7276+0.118  1.5419+0.02
+D MCD 25.0029+0.051 40.384640.058 0.6777+0.022  0.206+0.019  0.1401+0.014  1.482+0.014  0.9487+0.04 1.5895+0.003
+D VI 26.116740.03  50.320540.094 0.76540.175  0.3201£0.094 0.1584+0.045 1.3857+0.094  0.75+0.063  1.5397-+0.003
—D DNN 32.25414+0.075 88.2452+0.012 0.574340.077 0.455640.094 0.295540.014  1.280740.05  0.99540.004 1.3821+£0.003
—D DC 34.1464+0.026 84.2989+40.05 0.4599+0.088 0.3936+£0.047  0.235440.03  1.215440.062 1.0+0.0 1.376840.007
= —D MCD 3321140067 88.6902+0.018 0.523240.103  0.4852+0.079 0.261540.027 1.257140.062 1.0+0.0 1.380640.004
3 —D VI  259883+0.041 88.9169+0.013 0.53934+0.021  0.501440.026 0.255240.007 1.266640.014 1.040.0 1.38144-0.001
£ +D DNN 33.113140097 80.176340.238 0.5389+0.116  0.3929+0.057 0.2867+0.037  1.2548+0.06  0.9831+0.018  1.3840.003
4D DC 4033724007  89.118440.039 0.2649+0.127  0.2576+0.105  0.1568+0.058 1.0539+0.111  0.9997+0.001  1.3496+0.021
+D MCD 34.1571£0.029 89.1436+40.026 0.5403+0.043  0.5074+0.015 0.2663+0.013  1.2694+0.026 1.0+0.0 1.382140.002
+D VI 41.8279+0.073 91.0999+0.015 0.1634+0.051  0.1403+0.064 0.0861+0.029 0.9464+0.066 0.9958+0.004 1.3246+0.019
—D DNN  28.5727+0.03 63.88+0.055 0.6787+0.1  0.3256+0.043  0.1575+0.021 1.534740.062 0.96254+0.033  1.6063+0.003
= —D DC  32.0291+0.003 63.558440.007 0.4822+0.015  0.16540.01 0.1099+0.0  1.3846+0.009 0.9764+0.007 1.5888+0.001
<« —D MCD 28.3648+0.029 61.361240.103 0.7533+0.044  0.3819+0.084 0.1518+0.02  1.584840.024 1.0+0.0 1.609140.0
8 —D VI  23.1977+40.042 48.5531+0.046 0.7499+0.023  0.24240.033  0.132940.004 1.5822+0.013 1.0+0.0 1.6089+0.0
E +D DNN  28.1549+0.045 61.093240.089 0.6859+0.12  0.3026+0.009  0.1582+0.01  1.5388+0.077  0.9775+0.02  1.6064+0.004
E‘ +D DC  29.7558+0.07  60.343+0.103 0.6687+0.17  0.2973+0.069 0.1278+0.018 1.5216+0.122  0.9893+0.019  1.6025+0.012
+D MCD 31.0912+0.016 68.435240.033 0.5541+0.115  0.31224+0.059  0.147740.031 1.4543+0.081 0.9936+0.011  1.5999+0.007
+D VI 23.124340.035 49.855340.031 0.7415+0.017  0.2336+0.026  0.1222+0.008  1.5765+0.01 1.0+0.0 1.60854-0.0
—D DNN 49.7506+0.009 59.038+0.012 0.6499+0.022  0.2323+0.021  0.03984+0.005 2.07484+0.015  0.7964+0.045  2.4454+0.003
-D DC 55.45514+0.01  62.5306+40.008 0.61344+0.003  0.224340.003 0.042540.001 2.033240.006 0.8775+0.014 2.4411£0.001
E —D MCD 48.3269+0.008 57.3529+0.008 0.6309+0.021  0.151940.05 0.046440.007 2.269240.03  0.9856+0.006 2.4767-+0.003
= —D VI  53.0834+0.014 61.6728+0.01 0.6408+0.042  0.257140.039  0.04774+0.006  2.0245+0.007 0.7724+0.047  2.4369+0.004
o
g +D DNN 53.4963+0019 61.801540.014 0.6081+0.017  0.2098+0.014 0.0363+0.002 2.0538+0.015  0.8334+0.01  2.445340.002
S 4D DC  56.4418+0018 62.9596+0.02 0.6148+0.027 0.2325+0.018  0.0433+0.003 2.0251+0.015 0.8667+0.03  2.4394+0.001

+D MCD 51.851940.015 60.539240.006 0.5718+0.003  0.0687+0.022  0.02984+0.0  2.142640.01  0.96514+0.005 2.4629+0.002
+D VI 54299340011 62.714530.01 0.5346+0.008  0.0488+0.018  0.027940.002 2.106440.014  0.97524+0.007 2.4602:0.002

Table 5: Comparison for text classification performance and uncertainty-awareness. We report the mean of 10 seed
runs for all the metrics. We denote best score with bold and second best with underline. We denote both English
and French domain-specific PLMs with +D. The models DC, MCD, VI are from the +/ set.
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