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Abstract

Crosswords are a powerful tool that could be
used in educational contexts, but they are not
that easy to build. In this work, we present
experiments on automatically extracting clues
from simple texts that could be used to cre-
ate crosswords, with the aim of using them in
the context of teaching English at the beginner
level. We present a series of heuristic patterns
based on NLP tools for extracting clues, and
use them to create a set of 2209 clues from a
collection of 400 simple texts. Human annota-
tors labeled the clues, and this dataset is used
to evaluate the performance of our heuristics,
and also to create a classifier that predicts if
an extracted clue is correct. Our best classifier
achieves an accuracy of 84%.

1 Introduction

This paper presents a series of experiments on au-
tomatically extracting clues from a text, that could
be used to generate a crossword puzzle. Cross-
words are a very interesting tool that can be used in
educational contexts, in particular for developing
vocabulary (Orawiwatnakul, 2013). In this work,
we will focus on extracting words and generating
definitions for crosswords in the context of teach-
ing English as a foreign language, in particular for
students at the beginner level.

A crossword (see Fig. 1) is a type of puzzle
where words are arranged horizontally or verti-
cally, and often intersect each other. The puzzle
is presented with blank spaces where the letters
should be, and is accompanied by the set of defini-
tions of the target words. In our case, these words
and definitions will be related to a text, for exam-
ple an article or story that an English teacher wants
to work with in class. The crossword in the figure
could be obtained by processing the following ar-
ticle':

'Abridged version of the article “Where Is Mexico?”
from ReadWorks.

381

(1) Mexico is part of the continent North America.
Mexico is shaped like a hook with a wide top. (...)
On its west side is the Pacific Ocean. (...) A penin-
sula is a piece of land that has water on most sides.
The Yucatan Peninsula has the Gulf of Mexico on
its west and north sides. It has the Caribbean Sea
on its east side.

In order to do this, we must detect a set of in-
teresting words from the text, extract their cor-
responding definitions, and create the crossword
puzzle. In this work, we are not focusing on build-
ing the actual puzzle grid, but on extracting appro-
priate clues from the text that could be used to pop-
ulate the crossword.
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Across

1. (Caribbean ): Body of Water located on
the east side of the Yucatan Peninsula

3. ( Ocean): Something found on the west
side of Mexico

Down

2. Part of the continent North America that is
shaped like a hook with a wide top

4.( Peninsula): A piece of land that has
water on most sides

Figure 1: Possible crossword with clues extracted from
example 1.

This kind of crosswords could be used as read-
ing comprehension exercises, so it is expected that
a student reads the text first, and then tries to solve
the associated crossword. Notice that in this situ-
ation, the types of definitions we are trying to ex-
tract will generally be tied to the accompanying
text, and would not exactly be dictionary defini-
tions.

Throughout the text we will use the term
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“definiendum” for a word that could appear in a
crossword, and “definition” for a short phrase that
defines that word. Likewise, when we mention a
“clue”, we are referring to a <definiendum, defini-
tion> pair in this context.

In this project, we created a series of heuris-
tics for extracting clues from simple texts, stories
and articles. We used the heuristics to create a
small annotated dataset of <definiendum, defini-
tion> pairs, labeled according to how correct they
are to be used in a crossword and how grammati-
cal they are. With this dataset, we trained several
machine learning systems that try to predict if new
clues would be suitable for creating a crossword.

The main contributions of this work are the
following: 1) We present a set of heuristics that
can extract clues from simple English texts. The
heuristics range from simple linguistic patterns ex-
traction to more complex question-answer gener-
ation, and could also combine information from
different sentences in a text. 2) We annotated a
dataset of 2209 clues, generated using our heuris-
tics, with information about grammaticality and
correctness as a clue for a crossword (i.e. it
would be suitable to include this definition for this
definiendum in the context of a crossword)>. 3)
We did experiments on automatic classification of
clues, with the best classifier achieving 84% ac-
curacy and 78% macro-F1 for detecting correct
clues.

The rest of the paper is structured as follows:
Section 2 presents some relevant related work, sec-
tion 3 describes the corpus we used and the heuris-
tics we created for extracting clues, section 4
shows the quality evaluation of the extracted clues
and presents the classifier we built, and finally sec-
tion 5 presents some conclusions and future work.

2 Related Work

The works on automatic generation of crossword
clues from texts are scarce. We comment below
those that are closer to our objectives.

In (Percovich et al., 2019), the authors present
two approaches to the generation of crossword
puzzles, with the aim of using them for teaching
English as a second language at the beginner level.
On the one hand, a set of definitions organized by
classical categories (e.g., colors, food, animals) is

The corpus is not yet available because we are waiting
for the authorization of the text owners to publish it, we hope
this will happen soon.

created, from which crossword puzzles are auto-
matically generated according to the selected cat-
egory. The definitions are extracted from differ-
ent sources: existing children’s dictionaries were
used, and new definitions are also generated by
applying patterns on Simple Wikipedia texts and
filtering those that do not correspond to the ex-
pected categories by applying heuristics based on
word embeddings. On the other hand, crossword
puzzles are generated from texts entered by teach-
ers, from which pairs <definiendum, definition>
are extracted automatically, as in our work. For
this, some heuristics based on information from a
dependency parser are applied, using the verb “to
be” as a central element, and each clue is extracted
from a single sentence.

In (Rigutini et al., 2012), a traditional approach
based on linguistic analysis tools is presented. A
pipeline is applied to generate crossword clues
from texts obtained by web crawling. The system
processes the texts by applying different analyzers
in sequence: sentence splitter, POS-tagger, chun-
ker, and specific rules for the identification of sub-
ject, object and predicate (verbal or nominal) of
each sentence. Then a finite state automaton is ap-
plied to detect which sentences are definitions, and
finally, to generate the crossword clue, the subject
of the sentence is removed. The system was used
to create Italian crosswords.

In (Esteche et al., 2017), a system for cross-
word generation from Spanish news texts is pre-
sented. They use tools for linguistic analysis —a
POS-tagger, a constituency parser, and a clause
segmenter— and from the information they provide
they define recursive regular expressions to extract
clues from the texts. The paper presents a wide va-
riety of patterns, and includes a tool implemented
in Prolog to generate different crossword grids.
This last task of actually generating the crossword
grid has been explored in the past (Meehan and
Gray, 1997; Botea, 2007), and is not particularly
relevant from an NLP perspective, although some
of the ideas in (Esteche et al., 2017) such as using
different priority levels for words when building
the grid might be relevant in an educational con-
text to make sure the words that the teacher wants
to highlight are included in the puzzle.

In (Katinskaia et al., 2018), a platform for lan-
guage learning is presented. The platform includes
crossword-based exercises created from stories.
The crosswords are composed of words taken from
the story, the student has to guess the words in
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their correct grammatical form.

Some of our extraction heuristics that use lin-
guistic patterns bear some resemblance to the clas-
sic method proposed by Hearst (1992) in the con-
text of hyponyms extraction, although in that work
there is an iterative step in which previously ex-
tracted information is used to generate new pat-
terns from a large corpus. We have not tried the
iterative process in this work, although a similar
approach has already been explored in the context
of clues extraction for crosswords in the past (Es-
teche et al., 2017), where it was unable to find new
productive patterns.

A similar task to the one addressed in this pa-
per is the generation of Question & Answering ex-
ercises for English teaching, aiming at the same
objective, which is to evaluate the comprehension
of a text. The extraction of question/answer pairs
from texts can be used as input to generate clues
for crossword puzzles, by means of some transfor-
mations, as we show below. In (Yao et al., 2022;
Berger et al., 2022) neural approaches for generat-
ing Q&A exercises for teaching are presented, in
(Morén et al., 2021) a similar work is presented us-
ing patterns based on different linguistic analyses
(POS-tagging, semantic role labeling, coreference
resolution, named entities recognition).

Another related NLP task is definition extrac-
tion, although with important differences from the
problem addressed in this paper. Our goal is to
extract clues for creating crosswords from texts.
These clues may not make any sense outside the
context of that text since they are not true defini-
tions of the terms, in the strict sense of a dictionary
definition. An important reference on definition
extraction is SemEval-2020 shared task 6, "Def-
inition extraction from free text with the DEFT
corpus" (Spala et al., 2020), in which a specific
corpus for definition extraction was used to train
models. Fifty-one teams participated in this com-
petition and most of them based their approaches
on the use of pretrained language models.

3 Dataset and Clue Extraction

We created a number of heuristic rules or patterns
that can be used to extract <definiendum, defini-
tion> pairs from simple texts in English. These
rules were created by experimenting with a corpus
of short texts, manually exploring and analyzing
the frequencies of different expressions and pat-
terns.

We used a dataset comprised of 400 short texts
obtained from the ReadWorks website®, an edu-
cational technology nonprofit organization. Read-
Works contains thousands of short texts and stories
ranked in levels K, 1, 2, 3, 4, and 5 and categorized
in the Lexile scale. The texts are written by experts
and curated by educators, and could be non-fiction,
fiction or poetry, within these three thematic areas:
science, social studies and art. In our experiments
we used 400 texts, most of them belong to level
1, and a few to level 2. These texts include short
articles about history, geography and science, and
some short stories.

Our clue detection and extraction rules begin
with a pre-processing phase in which we per-
form coreference resolution using the AllenNLP
tool (Gardner et al., 2018) and simple sentence
splitting. Then we have a series of modules that ap-
ply different extraction patterns based on: syntax,
Semantic Role Labeling (SRL), extended patterns
that combine sentences, Named Entity Recogni-
tion (NER), and Question-Answering (QA). All
these patterns extract rough clues, and we use a
post-processing module to improve the shape of
the definienda and definitions.

3.1 Syntax-based patterns

The first heuristic processes the constituency tree
looking for some key verbs, and performs basic
transformations to turn the phrase into a clue. We
first analyzed our dataset searching for the most
common verbs, trying to find ways in which the
sentences these verbs took part in could be trans-
formed into clues. Consider the following exam-
ples:

(2) Bears eat the meat

(3) One kind of green apple is called Granny Smith.

These examples use two frequent constructions
in the corpus: the verb ‘to eat’ and the construc-
tion ‘is called’. We crafted regular expressions for
these frequent verbs that could be used to extract
<definiendum, definition> pairs. These expres-
sions operate over the text representation of the
constituency tree, obtained using AllenNLP (Gard-
ner et al., 2018), and use capture groups to define
the parts of the text we want to extract. The pat-
terns created for these verbs are shown in Fig. 2.

3https://www.readworks.org/
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ASONPH(\(S.H)\(VP\(VBW0,1} eat[s]?\). ?(\(NP*)

.

(ROOT (S (NP (NNS Bears)) (VP (VBP eat) (NP (DT the) (NNS meat)))))

/

< the meat : Food that Bears eat >

(a) Application of the "eat" pattern to example 2.
A(S (NP )(\(S.*)?2\(VP \(VBW{0,1} is\) \(\Ww{2,3} called\).*\(S\s(\(NP\s.*)\)\)

'

(ROOT (S (NP (NP (CD One) (NN kind)) (PP (IN of) (NP (JJ green) (NN apple)))) (VP

'

< One kind of green apple : Something that is called Granny Smith >

(b) Application of the "is called" pattern to example 3.

Figure 2: Examples of application of syntactic patterns: a carefully tailored regular expression is applied to the
textual representation of the constituency tree, and the capture groups are used to build the clue.

Note that it is actually not possible to use regu-
lar expressions to capture any type of expression
from a constituency tree, but the type of simple
sentences existing in the corpus, with low nesting
levels, could mostly be treated with this tool.

As shown in Fig. 2, the types of clues extracted
in this way could be rough around the edges, but
the post-processing phase intends to fix some of
these imperfections.

3.2 SRL-based patterns

Semantic role labels are a way of categorizing
parts of a sentence as arguments of a predicate and
the role they play in the described action (Palmer
et al., 2005). The use of semantic role labels pro-
vides a more expressive way to define patterns that
could capture some subtleties that regular expres-
sions over constituency trees cannot. Semantic
roles are, in a way, invariant to the syntactic po-
sition in the sentence, e.g. an argument with the
role ‘agent’ could be acting as a subject or an ob-
ject but still have the same semantic role.

We used the AllenNLP SRL analyzer and de-
fined patterns that could be applied to these struc-
tures. In the SRL patterns, we look for com-
binations of phrases with role agent or theme
(ARG0/ARGT1) and phrases with role theme or at-
tribute (ARG1/ARG?2) associated to the same pred-
icate. Several patterns were composed in this way,
that work over the verbs like “to be”, “to have”,
and “to like”.

In the “to like” pattern, the analyzer already dis-

ambiguates the uses of “like” as a verb (predicate)
or as a preposition, so the following examples are
correctly resolved:

(4) Bobby likes to play basketball.

(5) Bobby plays sports like basketball.

The pattern for the verb “to live” is slightly dif-
ferent, because instead of an ARG it generally de-
fined an ARGM which can either be a temporal or
a location modifier. See the following examples:

(6) Aztecs lived in Mexico.

(7) Dinosaurs lived in prehistoric ages.

In example 6 the argument is labeled as
ARG-LOC, so the clue is extracted as <Mexico :
Place where Aztecs lived>, while in example 7 it
is labeled as ARG-TMP and the clue is <Prehistoric
ages : Time when dinosaurs lived>.

Besides looking for particular verbs, we built a
more generic SRL pattern that captures any verb
given that some valid combination of arguments is
found. Optionally this pattern can also take some
other types of modifiers, like in the following ex-
ample:

(8) A grown-up kangaroo can be bigger than a per-
son.

From example 8, the generic pattern can extract
the clue <kangaroo : something that can be bigger
than a person>, that includes the modifier “can”
which is labeled as ARGM-MOD by the SRL module.
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3.3 Extended patterns

The patterns seen so far work within the bound-
aries of one sentence, but we can create richer def-
initions if we combine the contents of more sen-
tences. Consider the following example:

(9) Bears are apex predators. They eat small mam-
mals, like foxes.

Two separate patterns (for the verbs “be” and
“eat”) could be applied independently, and if coref-
erences have been properly resolved, they both
would have the same definiendum “Bears”. In
this kind of situations, where there is a nomina-
tive pattern (“be” or “is called”) and a pattern that
describes an action (such as “eat” or “live”), we
can combine the definitions of the two patterns to
create a new clue: <Bears : apex predators that
eat small mammals, like foxes>.

3.4 NER-based patterns

In the NER patterns, we use the spaCy NER mod-
ule (Honnibal et al., 2020) to find the named enti-
ties of the text and their categories. One pattern
that already could capture the use of named en-
tities was the “live” pattern, but in this case it is
generalized when a named entity with a particular
category is found. Take a look at the following
examples:

(10) Many chili peppers are grown in Mexico.

(11) Lebron James plays basketball at NBA.

We have two cases with named entities of dif-
ferent categories. We can extract both names as
definiendums, and use the category to create a def-
inition tailored to that named entity. MexXico is
classified as GPE (geo-political entity), so its clue
would be <Mexico : Place where many chili pep-
pers are grown>. Lebron James is classified as
PER (person), so its clue ends up being <Lebron
James : Organization where Lebron James plays

basketball>.

3.5 QA-based patterns

Another way of generating clues is by casting the
problem as a question answering task. First we use
the NER module to extract named entities from
the text that could be candidates to be used as
definienda, together with some features like the
category and number. Using the story as context,
we create a question related to the named entity,

and use the HuggingFace QA module* to generate
an answer.

For example, using as context a story about the
Great Sphynx, the process could detect the terms
“Egypt”, “Ancient Egyptians” and “Africa” as can-
didates. The following are the questions the pro-
cess creates for those candidates, and the answers
given by HugginFace QA:

* What is Egypt? || A country in Africa.

» What are Ancient Egyptians? || They made
the statue by cutting into a huge rock.

» What is Africa? || Egypt is a country.

The first answer is a definition that fits perfectly,
creating the clue <Egypt : A country in Africa>,
but the other two are not correct in this context.
In order to improve the quality of the clues, we
filter out answers with a low confidence score as
predicted by HuggingFace QA.

3.6 Post-processing

As mentioned above, some of the clues extracted
might not be directly usable in crosswords, but we
have a post-processing phase that can transform
some of them to make them better. Consider the
following examples of clues extracted with the pat-
terns:

1. <A snake : a reptile that moves its tail>
2. <Beauty and charm : Features Cleopatra had>

3. <Solar system : the name for the sun, planets, and
other smaller bodies>

4. <Statue of Liberty : a symbol of freedom>

The first step of post-processing is using NLTK
POS tagger (Bird, 2006). There are different trans-
formations that could be done after identifying the
POS tags. If the definiendum is a determiner and
a noun as in the first case, we can just drop the de-
terminer. When a coordination is found, as in the
second case, we can forget the conjunction and cre-
ate two different clues with the remaining words.
In other cases we select one or more words from
the definiendum, giving preference to nouns, and
move the rest of the words to the definition (third
case). In the fourth case, as both words are good
definienda, we create two different clues, keeping
the remaining words in the definition.

After this process, the transformed clues are the
following:

“https://huggingface.co/tasks/question-answering
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1. <snake : a reptile that moves its tail>
2. <beauty : Feature Cleopatra had>
3. <charm : Feature Cleopatra had>

4. <system : (Solar ___) the name for the sun, planets,
and other smaller bodies>

5. <Statue : (___ of Liberty) a symbol of freedom>

6. <Liberty : (Statue of __) a symbol of freedom>

Sometimes the patterns tend to return under-
specified definitions, like “something that is called
Granny Smith” or “something that can be bigger
than a person”. These definitions are not fit for a
crossword as they describe the terms too vaguely.
As described above, the NER based pattern uses
the named entity category to specify this, indicat-
ing whether the referred term is a person, location,
organization, etc., while the SRL pattern can some-
times infer a more specific term for location or
temporal modifiers.

However, this information is not available in
all cases, so we implemented a heuristic based
on the WordNet ontology (Miller, 1995; Fell-
baum, 1998) that tries to improve this. Word-
Net is a lexical database that contains thousands
of terms taxonomically structured by the hyper-
nymy/hyponymy relation. The idea is to replace
the vague term for a category that is still hyper-
nymy of the definiendum, but is simple enough
for students at the beginner level. In our case, we
considered a list of simple categories that are gen-
erally part of the beginner level curricula: animal,
food, fruit, clothing, city, country, region, location,
instrument, plant, tool, activity, action, relative,
feeling, sensation.

The heuristic tries to visit all the hypernyms of
a definiendum and stops when one that belongs to
our simple category list is found, otherwise, if we
reach the most abstract “entity” term and no suit-
able candidate was found, we keep the first term
of the definition as “something”.

4 Experiments

After running our heuristics methods on all 400
texts of our dataset, our process generated 2321
<definiendum, definition> pairs. However, the
quality of these clues might be very variable, de-
pending on the pattern and on the text they were
extracted from. It is very important to analyze
which clues were correct and could be used for
crosswords, and also we are very interested in

making the whole process more accurate. One
way to do this would be having a classifier that
could discriminate if a new clue was correct or not
according to some criteria. In this section, we de-
scribe the annotation of our corpus and the classi-
fier we built.

4.1 Annotation

First of all, we annotated manually all the gener-
ated clues. Eleven annotators participated in this
process’, and they were asked to answer two ques-
tions for each clue: First, if the clue could be con-
sidered correct in the context of a crossword, con-
sidering that the person solving the puzzle would
have read the corresponding text. Secondly, if the
clue is grammatically correct.

After an initial annotation round that was used
to discuss criteria and labeling conventions, we no-
ticed that there was a third dimension we wanted
to address. There were cases in which the orig-
inal text had mistakes (probably transcription er-
rors) that made the extracted clues unusable, these
cases were to be marked as invalid and would be
left out of the final corpus.

Each annotator was given a spreadsheet with the
following information:

* Definiendum: Word to guess in the cross-
word.

¢ Definition: Text that defines the definien-

dum.

¢ Context: Main sentence were the clue was
extracted from.

* Text Name: Name of the original text, so it
could be checked for further context.

* Method: Heuristic pattern used to generate
the clue.

They would also have the full texts that were
needed for understanding their clues. The annota-
tors had to indicate if the clue was valid or invalid
(due to errors in the text), if it was correct (for a
crossword), and if it was grammatical.

4.2 Analysis

All the 2321 clues originally extracted by the
heuristics were considered for the annotation. In
>The annotators were researchers that took part in this

work and a related project, and students that were compen-
sated with undergraduate credits.
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total, 112 of them were deemed as invalid because
of errors in the texts, and were not considered for
the rest of the analysis. The following is an ex-
ample of a clue that is invalid, because the text
contained a transcription error:

* Context: This painting Photos.comis titled
Breaking Home Ties. It was painted by
Thomas Hovenden, an Irish-born artist.

* Definiendum: Irish
¢ Definition: Breaking Home Ties

Some examples of clues that were considered
correct and grammatical:

* Context: The White House has a swimming
pool and a movie theater.

¢ Definiendum: Pool

¢ Definition: (Swimming ___) Something The
White House has

* Context: So Franklin D. Roosevelt came up
with plans to add more jobs.

¢ Definiendum: Roosevelt

¢ Definition: (Franklin D. __ ) President that
came with plans to add more jobs

The following is an example of a clue that could
be considered correct, but is ungrammatical:

* Context: Green iguanas eat leaves, flowers,
and fruit

* Definiendum: iguanas

¢ Definition: (Green ___) large that eat leaves,
flowers, and fruit

The definition should be changed to something
like “large animal that eats...” to be considered
grammatical.

Table 1 shows the number of clues extracted by
each pattern, and the corresponding values of cor-
rectness and grammaticality according to the anno-
tators. The first thing we can notice is that some
patterns are much more productive than others: all
the SRL patterns were very productive, but espe-
cially the extended pattern that combines a sen-
tence with the verb “to be” and another sentence
generates a lot of clues, mainly because it could

combine the already productive “to be” pattern
with any other related clue. If we analyze the cor-
rectness and grammaticality of the clues, it is inter-
esting to see that the SRL patterns once again are
the most trustworthy: except the generic SRL pat-
tern all the rest are very accurate in terms of gram-
maticality, and also mostly correct. On the other
hand, the QA pattern was an under-performer, ob-
taining very few clues from the texts, and even
then most of them were wrong, even if we set a
confidence threshold for the generation. Exploring
better and more powerful QA generation models
(e.g. Yao et al. (2022); Berger et al. (2022)) would
be necessary to improve this pattern.

Pattern Total | Correct | Gramm.
is called 35 48% 86%
eat 53 83% 87%
live 15 13% 60%
SRL have 276 65% 90%
SRL like 54 65% 94%
SRL live 74 84% 88%
SRL to be 538 81% 96%
SRL gen. 217 75% 82%
to be ext. | 887 70% 83%
NER 49 71% 86%
QA 11 28% 81%
Total 2209 72% 87%

Table 1: Number of clues extracted by each pattern
from the whole dataset, together with their average cor-
rectness and grammaticality according to the manual
annotation. The 112 invalid clues are not included in
this table.

4.3 Classifier

Using this annotated set, we performed a series of
experiments on creating a classifier that could au-
tomatically determine if a given clue is correct or
not. For these experiments, we split the set in 80%
for training and 20% test, and we used 5 fold cross
validation for parameter tuning.

The different classification models we experi-
mented with are the following:

Centroid distance baseline Based on the sim-
ple classifier presented in (Percovich et al., 2019),
we obtain the FastText embeddings (Bojanowski
et al., 2017) centroid of the context sentence, and
of the definiendum and definition pair, and we cal-
culate the Euclidian distance between them. Then
we experimentally determined a distance threshold
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that maximized the F1 metric.

Machine learning methods Using a represen-
tation that takes the FastText embeddings of the
context, definiendum and definition, we experi-
mented with several classical machine learning
models (Kowsari et al., 2019): KNN, Naive Bayes,
Decision Trees, Gradient Boosting and MLP.

Deep learning methods We carried out experi-
ments with BERT based models, inspired by (Yao
et al., 2022), which used a similar model for rank-
ing automatically generated question-answer pairs.
For these experiments we used the BERT (De-
vlin et al., 2018) and DistilBERT (Sanh et al.,
2019) pretrained models, finetuned to our data
with the HuggingFace Transformers (Wolf et al.,
2019) AutoModelForSequenceClassification
class. In both cases, the input is the context, the
definiendum and the definition, separated by SEP
tokens.

Table 2 shows the results of these experiments,
and we can see that both BERT-based models out-
perform the rest, DistilBERT being the best model
for our task.

Model Accuracy | Macro F1
Centroid 0.66 0.58
KNN 0.72 0.57
Dec. Tree 0.64 0.55
Grad Boosting 0.71 0.59
MLP 0.73 0.59
NB 0.66 0.49
BERT 0.77 0.70
DistilBERT 0.84 0.78

Table 2: Accuracy and Macro F1 of the classifiers that
predict the correctness of a clue.

5 Conclusions

We presented some experiments on automatic ex-
traction of clues for crosswords from simple texts,
considering a clue as a <definiendum, definition>
pair that could be used in a crossword puzzle. We
created several heuristic patterns for detecting and
extracting clues using different NLP tools, like
constituency parsing, SRL, NER and QA. With
these heuristics, we extracted 2209 clues from a
dataset of 400 documents from ReadWorks, and
annotated them with information about correct-
ness and grammaticality. The best heuristic pat-

terns for extracting clues, according to our annota-
tion, are the ones based on SRL.

Using our annotated dataset, we trained several
classifiers on the problem of detecting whether an
extracted clue is correct for a crossword. The
best model for this turned out to be a DistilBERT
model finetuned on our training data, obtaining
84% accuracy and 78% macro F1.

In the future, we want to explore the possibil-
ity of using large language models such as GPT or
LLAMA for this task, which have shown promis-
ing results according to some preliminary exper-
iments. We also want to explore the possibility
of improving the QA based pattern by using bet-
ter QA extraction modules. Currently we are in
the process of testing our extraction system in-
tegrated to a crossword generation tool in a real
case (Chiruzzo et al., 2022), with school children
that are beginning to learn English, which would
give us a better sense about how well our heuris-
tics work and how they can be improved.

6 Ethics Statement

We understand that by using pretrained statistical
NLP tools, our work could be infusing undesired
biases in the results. This is especially dangerous
in the situation we want to use the system, which
is the context of a classroom with school children.
Because of this, we consider that the results ob-
tained by this tool must not be used directly by
the students, but the supervision of a teacher is al-
ways necessary. In the system we are building, a
teacher can automatically extract clues from a text
and create a crossword, but they always have the
possibility to inspect the generated clues in order
to modify or remove any term or definition that
might not be suitable, before the crossword is pre-
sented to students.

7 Limitations

In the experiments described in this paper, we
have worked only with ReadWorks stories. These
are texts designed to be simple and easy to read,
and intend to be varied in terms of contents, but
nonetheless they are only one data source and this
means our process might end up be too tailored
to the style and vocabulary of these texts and not
generalize well to other sources.

Furthermore, given that these texts are very
short, during our experiments we found that our
heuristics generally can extract very few clues
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from each text. On average we can extract around
four <definiendum, definition> pairs from a text
(this can be noticed in the numbers presented in
Table 1), which might be too few for creating an
engaging crossword. We are working on improv-
ing the extraction process to generate more clues,
but a combination with other methods such as in-
cluding dictionary definitions of related words, es-
pecially short ones that could fill crossword gaps,
would be advisable to build more complete and in-
teresting crosswords.

Besides our heuristic patterns, we made some
experiments to extract clues with more modern
large language models (LLM) techniques which
seemed promising. However, due to the limita-
tions of our application servers, we decided to use
more traditional methods because they are less de-
manding in terms of computational resources.
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