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Abstract

News bias is difficult for humans to identify,
but even more so for machines. This is largely
due to the lack of linguistically appropriate an-
notated datasets suitable for use by classifier
algorithms. The FIGNEWS Subtask 1: Bias
Annotation involved classifying bias through
manually annotated 1800 headlines from social
media. Our proposed guidelines investigated
which combinations of keywords available for
classification, across sentence and token levels,
may be used to detect possible bias in a conflict
where neutrality is highly undesirable. Much
of the headlines’ percentage required contex-
tual knowledge of events to identify criteria that
matched biased or targetted language. The final
annotation guidelines paved the way for a theo-
retical system which uses keyword and hashtag
significance to classify major instances of bias.
Minor instances with bias undertones or click-
bait may require advanced machine learning
methods which learn context through scraping
user engagements on social media.

1 Introduction

Headlines are the first and often the only element
of news which readers interact with (Ecker et al.,
2014), especially on social media. What this meant
for online and social media journalism was that
readers could now filter their ‘feeds’ or ‘timelines’.
Most news is not viewed by a general audience any-
more and instead are pushed by algorithms further
or closer to the viewer (Mohammadinodooshan
and Carlsson, 2023), depending on their prefer-
ences and ideologies. From there we could ex-
plore how journalists and public figures used tar-
geted language to cater to specific groups or parties
(in the case of political news coverage) or to at-
tempt to reach and influence the mindset of other
groups. Such endeavor is referred to as strategic
communication and is a contributor to media bias
(Finkbeiner, 2024).
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To track news bias, researchers often devise their
own datasets. Many of the available datasets fo-
cus their efforts on bias detection on the document
level, by news outlet source, or by using automated
methods which lack proper inference of implicit
bias. Examples of such methods, and perhaps the
closest and most elaborative studies on keyword
classification of news sentiment (leading to bias)
are the works including Hamborg, Spinde, and
Gipp 2021. In their often combined research ef-
forts on news bias in conventional news (Spinde
et al., 2021; Hamborg et al., 2021) on social me-
dia (Spinde et al., 2023), they bridged the context
gap between news outlets and readers. One of their
methods involved building a keyword lexicon to uti-
lize in the training of word embeddings. Attempts
to identify bias triggers discovered the possibil-
ity of relying on linguistic features for shallow or
simple bias detection (Lim et al., 2018), providing
some characteristics of bias-inducing words. Lim
et al. (2020) crowdsourced again a dataset of news,
this time consisting of 966 sentences for 4 different
events, concluding that prior knowledge about the
context surrounding news is a major factor in bias
detection. Context is a difficult subject. It cannot
be easily inferred from specific keyword presence
only. Ultimately, it depends on the readers’ ide-
ologies, stances, and knowledge (Hube and Fetahu,
2018).

Research on the biased language of reporting on
the Palestinian-Israeli conflict has been studied in
several attempts, however, the resulting datasets
are relatively small and may not be sourced from
a variety of news sources (Deegan et al., 2028; Al-
Agha Abu-Dahrooj, 2019) (Deegan et al., 2018;
Al-Agha and Abu-Dahrooj, 2019). Better bias de-
tection classification models require valid training
and evaluation of diverse corpora of news on the
conflict. This paper tries to explore the develop-
ment of bias recognition specifics for this conflict,
especially on social media.
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The FIGNEWS Subtask 1: Bias Annotation
was done through a linguistic viewpoint, in an at-
tempt to compile a sound semantic and contextually
backed understanding of the discourse differences
surrounding the Israeli war on the Gaza Strip (Za-
ghouani et al., 2024). One important aspect of the
dataset’s headlines is that they are extracted from
social media, namely Facebook. Social media news
has the additional feature of permitting user interac-
tion (when applicable) under news to contextualize
reporting. Depending on the audience reaction, bi-
ased news may be balanced to objectivity through
user input or they may be further amplified towards
the biased direction they intended (Spinde et al.,
2023).

Facebook as a platform has long been complicit
in giving emphasis to Israeli and Zionist news and
voices (Alhossary et al., 2023). The biased content
moderation of Palestinian content has been stud-
ied during several Israeli campaigns on Palestinian
territories, such as the Sheikh Garrah crisis (Elmi-
mouni et al., 2024) and the Guardian of the Walls
operation (Abushbak et al.). The extent to which
social media sites seek to censor or “reduce the
visibility” (Gillespie, 2022) of certain ideologies,
including pro-Palestinian posts and headlines, has
caused several commentators to similarly censor
their intentions while maintaining bias towards the
Palestinian cause.

Several headlines required external knowledge
of the surrounding events and context to correctly
label them as biased (Bonet-Jover et al., 2023).
Therefore the task is pragmatic by nature, with
semantic considerations to the underlying mean-
ings of words and expressions, as well as media
literacy and considerations of culture and audience
(Ricketts, 2024). Most of the previous attempts
at annotating datasets regarding news headlines
focused on credibility and misinformation identifi-
cation (Bountouridis et al., 2019). While the aspect
of veracity is a part of bias detection, our focus is
on the required knowledge of the language used
to identify biased headlines. As language mod-
els do not fully acknowledge cultural context, and
rather measure the statistics surrounding entities
and events, we attempt to illustrate a theoretical
system based on overall sentence sentiment and
token-level signs that may be of use to build mod-
els of better bias classification.

We ask the following: if a system were to ana-
lyze the resulting short (headline) and long-form
(posts) news, what combination of keywords would

be required to infer the implicit bias or lack thereof?
Furthermore, how much does world context, user
engagement with social media news, and media lit-
eracy affect the overall detection of possible bias?

2 Methodology

2.1 Development of Annotation Guidelines

The process of discourse-pragmatic annotation
guidelines creation usually goes through stages:
pilot annotations of the dataset, the gathering of
target words of interest which contribute to specific
labeling (Gries and Berez, 2017). We developed
guidelines based on two levels of meaning and
relevance: the sentence-level (how biased is the
overall sentence?), and for refinement, the token-
level (which specific words may be used to validate
the sentence-level labeling?). We also sought to im-
plement our knowledge of the dataset’s main news
events as mentioned by the FIGNEWS task organiz-
ers. By combining keywords of sentiment markers,
events, and targeted language against others, we
could refine most of our annotations and maintain a
fair level of consistency. To decide on a preliminary
lexicon of keywords based on relevance towards or
against the parties of the war, we first looked up any
attempts to measure word frequencies within the
Israel-Palestine conflicts (Sevén, 2020; Majzoub,
2021; Alashqar, 2024;). After labeling a number
of pilot annotations, more repeating themes and
words were discovered. The most effective words
and their collocates would be represented in the
discussion. Our guidelines document construction
scored a total of 7 on a scale of 10 points, while
the developed guidelines reached a score of 0.6732,
which included the IAA Kappa score of 37.2 and
the weighted document score.

2.2 Data Annotation Process

The data provided by the FIGNEWS Subtask 1 (Za-
ghouani et al., 2024), a subset of the full corpus
entailing multilingual headlines and their adver-
tisement posts from Facebook, equated to around
13,500 posts separated into 15 batches. We man-
ually annotated two batches, amounting to 1800
posts. Another 200 headlines per annotator were
separately annotated as pilot annotations, and to
measure consistency amongst the annotators. The
data collected covers major events of the conflict
in 5 languages (Arabic, English, Hebrew, French,
Hindi). Columns for the dataset are separated into
Batch, Source Language, ID, Type (Main batch or
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IAA batch), Text, English MT, Arabic MT, Annota-
tor ID, and Bias (annotation assignment field). The
keywords for the events are major in determining
context that may be a supplement in deducing bias.

The main dataset annotations were done while
considering the developed keyword-based guide-
lines. We set our examples as per table (1). Anno-
tators would either simply iterate through posts or
filter columns by keyword corresponding to a cer-
tain label. The second approach saved more time,
but was more prone to skip headlines which lacked
specific keywords.

2.3 Inter-Annotator Agreement (IAA)
Analysis

To ensure the consistency of annotations within an
ethical frame, at least two annotators were required
to annotate at least 200 headlines and posts as pilot
annotations. Following the annotation of 400 main
dataset posts, as well as 400 combined posts within
the Inter-Annotator Agreement (IAA) sheets, pi-
lot annotations were ready. What proceeded was
a meeting for discussion of certain inconsistent
label statistics. The major inconsistencies discov-
ered were in regards to the “Unbiased” and “Biased
against others” labels. We decided for the guide-
lines to use the keyword significance method, free
of classification models, as we thought of this task
as the exploration of pragmatic human understand-
ing to apply later to machine learning. After tal-
lying of the results by FIGNEWS organizers, our
IAA Kappa score within the annotation team was
at 37.2, rated as "fair". Meanwhile, the F1 Bias
IAA reached a score of 73.4.

3 Team Composition and Training

The annotation team responsible for the task con-
sisted of 3 women (ages range from 22 to 24, “gen-
eration “Z””’) and recent graduates in applied lin-
guistics with a native Arabic background of dif-
ferent dialects. All members were proficient in
English and two annotators had working knowl-
edge of French. Personal preference was granted
for the choice of language to annotate headlines
in. Most of the annotations were done in the MT
English version, therefore the final guidelines used
English keywords to recognize and filter possible
bias. Two annotators had very little annotation ex-
perience prior to the task. Further training included
offline discussions on labeling specifics and decid-
ing on where to scan headlines for potential bias

inducing words.

4 Task Participation and Results

We tried to produce results of higher quality than
quantity, in which we implemented our contextual
and linguistic knowledge to the labeling efforts.
This knowledge included: 1. Known social media
engagement tactics, 2. Known political and human-
itarian stances of news outlets and countries, and 3.
One’s own bias regarding the war.

The highest recorded label was “Biased against
Palestine”, with a percentage of 34% out of the total
1800 annotations (figure 1). It was followed by
“Unbiased” (27%), “Biased against Israel” (16%),
“Unclear” (8%), “Biased against both Palestine and
Israel” (6%), “Biased against Others” (6%), and
“Not Applicable” (3%).

Our guidelines set out to explore if there was a
method to detect possible bias amidst a conflict of
high sensitivity and relatively unfair coverage in
non-Arabic news. The keywords we decided on
within the guidelines included words of reference
to two main actors in the conflict: the Israeli forces
and the Palestinian movement. These words and
the entities or events they refer to can be found
in table (2). We analyze the collocation frequen-
cies of each of the words provided and assign them
bias labels, which is further explored in the next
section. The guidelines helped reached an F1 cen-
trality score of 33.1 across all other participating
teams’ Main batches 1 and 2. This score was the
highest in terms of Bias annotation consistency.

5 Discussion

Thonet et al. (2016) brought up the wording sur-
rounding the Israel-Palestine case within online
articles, judging how supporters of each side use
targeted words to express bias. We noted through
corpus analysis that most collocations are emotion-
ally charged and contributed to shaping the readers’
views on some entities, such as the usage of “terror-
ists” to refer to Palestinians or “occupation” to refer
to Israelis. Some words like “massacre” required
context of specific events to properly identify as
bias against either entity. For example, pairing it
with “October” caused bias against Palestine, while
with “genocide” or “Gaza” it would lead to bias
against Israel. Some seemingly normal words were
used almost exclusively to refer negatively to both
entities or their actions, such as “captors” and “kid-
nap” to refer to Palestinian fighters, or “settlers”
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Label

Example

Unbiased

Biased against
Palestine

Biased against
Israel

Biased against both
Palestine and Israel
Biased against
others

Unclear

Not Applicable

“Israel and Hamas have announced a four-day truce deal. Here’s a rundown of
what’s happened in Gaza since October 7

“Documents left behind by terrorists in Kibbutz Nir Oz reveal the orderliness
of the operation, the degree of the planning and the extent of the intelligence
information in the possession of Hamas”

““They bombed us.” This Red Crescent paramedic testifies to bombings that
occurred while he was transferring civilians to the south of the Gaza Strip.”
“Massive destruction in the neighborhoods of Gaza City after fifty days of war
between Hamas and Israel”

“The war between Israel and Hamas Iran’s allies in the Middle East are on alert
as the war rages Follow the latest developments around the clock via the link”
“NYU student Ryna Workman, who says they were denied a job following
their controversial comments on the Israel-Hamas conflict, speaks with
LinseyDavis.”

“Ipsos Barometer — “Le Point”: Mélenchon in free fall”

Table 1: Example headlines corresponding to each label in the FIGNEWS dataset.

Hamas, terrorists, massacre,
attack, october, jihad, terror, isis,
antisemitic, captors, kidnap,
bringthemhome,
israclunderattack

zion, settler, occupy, occupation,
bombardment, siege, genocide,
aggression, displace,
ceasefirenow, freepalestine,
gazaunderattack

houthi, hezbollah, pakistan,
macron, iran, yemen, iraq, icc,
icj, un,

Anti-Palestine
sentiment

Anti-Israel
sentiment

Against other
parties

Table 2: Example tokens with possible negative senti-
ment against the main entities.

and “displace” to refer to Israeli forces. "Hamas-
run" is an implicit case of anti-Palestinian bias, act-
ing as a "dog-whistle" to a claimed non-autonomy
of the Palestinian state.

Considering the social media element of this
news dataset, hashtags played a major role in bias
detection, with “ceasefirenow” or “freepalestine”
indicating pro-Palestinian tendencies, and “bringth-
emhome” or “israelfightsterror’” being pro-Israeli
sentiment. Within the Hindi sections of the batches,
a significant number of posts used an abundance of
hashtags which often contradicted themselves on
sentiment, causing more difficulty in bias detection,
and violating Grice’s pragmatic maxim of quantity
(Benamara et al., 2018).

We attempt to classify the type of media bias
in the dataset according to D’Alessio and Allen
(2000), where “gatekeeping bias” is the picking
of specific stories and omitting others, “coverage
bias” is the allocated space for each side of the
story, and “statement bias” is the deliberate inclu-
sion of opinion by journalists into reporting. We
decided on “gatekeeping” and ‘“‘statement bias” as
the two major culprits of biased reporting during
the Israeli war on Gaza. Within the corpus there
were two major factors that determined potential
bias on the document level, which are news out-
let source and language source. This approach
relates to most previous bias detection efforts as
mentioned before. While we attempted to analyze
token level instances to detect bias, we found it
mostly correlated with its source. Source identi-
fication continues to be an important contextual
supplement to the process of bias identification and
creation of bias annotation guidelines.

6 Conclusion

We tackled the task with a linguistic perspective
in hopes of offering a better understanding of the
pragmatics that surround bias detection. Due to
the task’s underlying complexity even to people,
having machines perform statistical classifications
on such sensitive matters may carry turbulence and
misguidance. Language inference is closely con-
nected to adherence to cultural and world context.
While the original notion of journalism is objectiv-
ity, that becomes increasingly difficult as the news
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covered becomes more sensitive to every party in-
volved. We found that the polarity of the conflict
has generated keywords which have a high possi-
bility of better bias detection, yet a headline may
be further flawed by contradictory hit word injec-
tion, or in the case of social media, by inclusion of
irrelevant hashtags.
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