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Abstract

This paper presents an overview of the Ara-
bic Natural Language Understanding (Arabic-
NLU 2024) shared task, focusing on two sub-
tasks: Word Sense Disambiguation (WSD) and
Location Mention Disambiguation (LMD). The
task aimed to evaluate the ability of automated
systems to resolve word ambiguity and identify
locations mentioned in Arabic text. We pro-
vided participants with novel datasets, including a
sense-annotated corpus for WSD, called SALMA
with approximately 34k annotated tokens, and the
IDRISI-DA dataset with 3, 893 annotations and
763 unique location mentions. These are challeng-
ing tasks. Out of the 38 registered teams, only
three teams participated in the final evaluation
phase, with the highest accuracy being 77.8% for
WSD and 95.0% for LMD. The shared task not
only facilitated the evaluation and comparison of
different techniques, but also provided valuable
insights and resources for the continued advance-
ment of Arabic NLU technologies.

1 Introduction

Natural Language Understanding (NLU) is a core
aspect of Natural Language Processing (NLP), fa-
cilitating semantics-based human-machine interac-
tions (Bender and Koller, 2020). One of the key
challenges in Arabic is ambiguity, because Arabic
exhibits morphological richness, encompassing a
complex interplay of roots, stems, and affixes, and
rendering words susceptible to multiple interpre-
tations based on their morphology (Jarrar, 2021).
Ambiguity in language can lead to misunderstand-
ings, incorrect interpretations, and errors in NLP
applications (Maulud et al., 2021). A core NLU
task is Word Sense Disambiguation (WSD), and
its special case Location Mention Disambiguation
(LMD). WSD aims to determine the correct sense
of ambiguous words in context (Jarrar et al., 2023c;
Al-Hajj and Jarrar, 2021a), while LMD focuses on
disambiguating location mentions that are referred
to with multiple toponyms, i.e., particular place or
location (Suwaileh et al., 2023a).

The Arabic linguistic complexity, coupled with
inherent polysemy, underscores the necessity
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Figure 1: ArabicNLU datasets for WSD and LMD.

for these lexical disambiguation tasks. They
help decipher the intended sense of a word
and the targeted entity of a mention within di-
verse contexts. For instance, in the sentence
“Lo bl Bdle BTy bbb s e oo e / I drank from the
springs of Tripoli and ate the sweetness of cheese
in them” one needs to disambiguate the meaning of
two ambiguous words: “y..< / springs,” which has
11 related senses, and ““_..! - / Tripoli,” which could
refer to a location in either Lebanon or Libya.
WSD is particularly important for tasks like ma-
chine translation (Raganato et al., 2020), where
it plays a pivotal role in improving accuracy by
selecting contextually appropriate translations. In-
formation retrieval systems (Abderrahim and Ab-
derrahim, 2022) also heavily rely on accurate WSD
and LMD to ensure search queries yield relevant
results, considering the appropriate senses/entities
of words within queries. Furthermore, applications
such as question answering (Bakari et al., 2021),
sentiment analysis (Baiju, 2022), text summariza-
tion (Kouris et al., 2021), news analysis (Potey
et al., 2020), and semantic search (Modi and Jagtap,
2018) benefit from WSD and LMD. These tasks
contribute to a nuanced understanding of Arabic
text, enhancing the accuracy and relevance of re-
sults across diverse NLP applications. Recently,
semantic disambiguation tasks have become in-
tegral to addressing hallucinations in Large Lan-
guage Models (LLMs) (Kritharoula et al., 2023;
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Barbon Junior et al., 2024).

While these tasks are extensively researched in
well-resourced languages, there is a noticeable lack
of focus on Arabic, despite their pivotal role in
NLP (Malaysha et al., 2023). This scarcity in Ara-
bic NLP research can largely be attributed to the
lack of datasets supporting these essential tasks
(Jarrar et al., 2023c). Without sufficient data, re-
searchers face significant obstacles in developing
and evaluating models tailored to the complexities
of the Arabic language.

To address these challenges and draw attention to
the issues faced in Arabic NLU, we organized the
first Arabic Natural Language Understanding (Ara-
bicNLU 2024) shared task, focusing on two sub-
tasks: WSD and LMD. We have provided the par-
ticipating teams with carefully annotated datasets,
which are publicly accessible. Specifically, we
have provided two manually annotated high-quality
datasets for Arabic WSD and LMD. The teams
were invited to experiment with diverse deep learn-
ing and machine learning methodologies, including,
but not limited to, generative approaches, multi-
task learning, transfer learning, sequence classifi-
cation, sequence-to-sequence modeling, and graph
models. Despite having 38 registered teams, we
received only three submissions, highlighting the
challenging and non-trivial nature of the shared
task topics.

The remainder of the paper is organized as fol-
lows: Section 2 offers a brief literature of Arabic
WSD and LMD. Section 3 details the intricacies
of the shared task. Section 4 discusses the WSD
task, including definition, dataset, baselines, partic-
ipants’ systems, and results. Section 5 discusses
the LMD task, including definition, dataset, base-
lines, participants’ systems, and results. Finally,
Section 6 concludes the paper.

2 Related Work

NLU enables language models to accurately rep-
resent the knowledge embedded in words, which
is crucial for core semantic tasks like WSD. WSD
remains challenging despite the advancements in
deep learning models like Bidirectional Encoder
Representations from Transformers (BERT) and
Generative Pre-trained Transformers (GPT). The
challenge extends beyond WSD, involving various
disambiguation tasks such as LMD, which aims at
disambiguating multiple toponyms for a given loca-
tion. More complex disambiguation tasks involve

intents, anaphora, metaphors, and poetry. There-
fore, computational semantics must explore these
areas in greater depth, beyond merely considering
the Zipfian distribution of words.

2.1 Word Sense Disambiguation (WSD)

Systems Traditionally, rule-based methods
(Abeysiriwardana and Sumanathilaka, 2024)
dominated utterance ambiguity approaches by
leveraging lexical resources such as Qabas (Jarrar
and Hammouda, 2024) and WordNet (Miller et al.,
1990). Later machine learning techniques such
as Support Vector Machine (SVM) and Naive
Bayes (Eid et al., 2010) became predominant,
employing supervised learning techniques on
labeled datasets. More recently, the rise of deep
learning has significantly advanced the field, with
neural network models, such as Convolutional
Neural Networks (CNNs) and Recurrent Neural
Networks (RNNs) (Al-Hajj and Jarrar, 2021b; Sun
and Platos, 2023). Transformer-based encoder
models like BERT and its variants (Kenton and
Toutanova, 2019) have further revolutionized
WSD by leveraging large-scale pre-training on
extensive corpora, followed by fine-tuning on
specific WSD adapted datasets (Malaysha et al.,
2023). Despite these advancements, Arabic NLP
has seen slower progress in tackling WSD. To
bridge this gap and stimulate further research, we
present the ArabicNLU-2024 shared task. This
initiative introduces a robust and rich datasets,
aiming to propel Arabic NLU development and
ultimately enhance human-computer interaction
across diverse tasks.

Evaluation While this task is often better stud-
ied in English due to the availability of exten-
sive resources, Arabic lacks adequate datasets and
knowledge bases, necessitating the curation of high-
quality resources to advance the research and sup-
port the Arabic NLP community (Elayeb, 2019).
To address WSD, we have introduced the SALMA
dataset (Jarrar et al., 2023c) as evaluation bench-
mark, which is a sense-annotated corpus with mean-
ings extracted from two parallel lexicons: Al-Ghani
Al-Zaher (Abul-Azm, 2014) and Contemporary
Arabic Dictionary (Omar, 2008). This corpus com-
prises ~34 K tokens, all annotated with their candi-
date meanings, considering the relatedness of each
sense to the actual meaning of the word in context.
Although other corpora have been designed for Ara-
bic WSD, none fully meet the task’s requirements.
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For instance, the Arabic version of the OntoNotes
WSD dataset (Weischedel et al., 2013), annotated
for three languages, lacks a well-defined sense list
due to merging senses in a very coarse-grained
manner. Similarly, the AQMAR dataset (Schnei-
der et al., 2012) for Arabic WSD was not annotate
using senses, but instead utilized high-level lexical
classes. Nonetheless, we considered F1-score for
evaluating the systems on SALMA because such
metric represents balanced view for both precision
and recall.

2.2 Location Mention Disambiguation (LMD)

Systems A few studies have addressed the LMD
task for English language using machine learning
and deep learning techniques. For example, Geop-
arspy (Middleton et al., 2018) uses SVM trained
on gazetteer-based features. Additionally, Wang
and Hu (2019) employed machine learning models
for their toponym resolution system, including: (i)
DM_NLP (Wang et al., 2019), a Light Gradient
Boosting Machine (LightGBM), (ii) UniMelb (Li
et al., 2019), an SVM classifier, and (iii) UAri-
zona (Yadav et al., 2019), a heuristic-based system
that favors toponyms with higher populations. Fur-
thermore, Xu et al. (2019) proposed an attention-
based model using two pairs of bi-LSTMs to match
location mentions against the Foursquare gazetteer.
The two-pair networks learn the left and right con-
texts of the LM, and both representations are pro-
cessed through a fully connected layer for disam-
biguation.

Evaluation There is a dearth of public LMD
datasets. In this shared task, we use the only public
Arabic LMD dataset, IDRISI-DA (Suwaileh et al.,
2023a), for evaluation. Discrete metrics such as
Accuracy (Acc), Precision (P), Recall (R), and Fg
scores are the most common metrics used to evalu-
ate LMD systems (Zhang and Gelernter, 2014; Li
et al., 2014; Ji et al., 2016; Middleton et al., 2018;
Wang and Hu, 2019; Xu et al., 2019). However,
these provide a broad overview and miss the nu-
ances of different techniques. Distance based met-
rics assess LMD systems by measuring the great
circle distance between the GPS coordinates of the
gold and predicted location mentions, with over-
all performance computed by Median and Mean
Error Distance. Acc, P, R, and Fg can also be com-
puted within a distance d, commonly set to 161
km (100 miles). A significant issue with distance-
based measures is the need to dynamically adjust

the threshold for acceptable distance errors based
on varying location granularity. While these mea-
sures are suitable for binary classification tasks,
LMD is typically modeled as a multi-class clas-
sification or ranking task, making these measures
less appropriate for evaluation. To address all these
issues, we use Mean Reciprocal Rank at cutoff &
(MRR @X).

2.3 Shared tasks

The ArabicNLU shared task is the first to address
both word and location disambiguation in Arabic,
marking a significant milestone in the field. This
initiative is supported by other notable shared tasks
aimed at understanding Modern Standard Arabic
(MSA) and dialects. These include FinNLP for
financial text processing (Malaysha et al., 2024)
using the (Jarrar et al., 2023b) dataset, NADI for
dialect identification (Abdul-Mageed et al., 2023)
based on the (Abdul-Mageed et al., 2018) dataset,
and WojoodNER for named entity recognition (Jar-
rar et al., 2024, 2023a) utilizing the Wojood dataset
(Jarrar et al., 2022). Collectively, these collabora-
tive efforts and interdisciplinary research projects
foster a comprehensive understanding of linguis-
tic nuances and enhance the applicability of NLP
techniques across various contexts

3 Shared-task Overview

The ArabicNLU shared task consists of two pri-
mary sub-tasks, WSD and LMD. The WSD sub-
task focuses on determining the correct semantic
meaning of words (i.e., disambiguation of the word
semantics) in a given context. The LMD sub-task,
a special case of WSD, aims to accurately identify
and disambiguate location mentions based on their
geographical context.

The shared task mandates the use of pre-defined
sense and location inventories that are directly
linked to the provided datasets. Participants are
prohibited from altering the senses, location men-
tions or toponyms within the test set. However, they
are allowed to utilize external data and resources,
including generative models, to improve their al-
gorithms and models performance. To facilitate a
unified evaluation, CodaLab,'? a well-established
platform for scoring shared task submissions, was
employed. Furthermore, to guarantee equitable ac-
cess to task guidelines and data, a dedicated web

1https ://codalab.lisn.upsaclay.fr/competitions/17758
2h‘ctps ://codalab.lisn.upsaclay.fr/competitions/18918
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page’ was established for the shared task, provid-
ing detailed information to all participants.

We received registrations from 38 unique teams.
During the testing phase, 4 teams submitted a to-
tal of 40 entries, among which 27 for the WSD
subtask, and 13 for the LMD subtask. We re-
ceived three description papers from the partici-
pated teams, all of which were accepted. Table
1 provides a detailed overview of the participated
teams in alphabetical order by their name, includ-
ing their affiliations and the tasks they participated
in.

4 Subtask 1: Word Sense Disambiguation
4.1 Task Definition

Polysemous words that convey multiple meanings
in different contexts have led to the emergence of
the WSD task (Jarrar, 2021). WSD aims to deter-
mine the intended semantic meaning (i.e., sense) of
a word within a given context (Al-Hajj and Jarrar,
2021a; Malaysha et al., 2023). Given a context ¢
(i.e., a sentence), a target word w in ¢, and a set
of candidate senses S = {s1, ..., $,, }, for the target
word w, the goal of the WSD task is to determine
which of these senses is the intended meaning of
w. Figure 2 depicts the WSD sub-task.

e amm,dé 3 il gl Sl

Target Word {'7‘5)
v

Lemmatize and POS Tag
(&5 | Noun)

Retrieve Sens{[‘;ﬁ}

Sense Inventory
(Modern lexicon)

SenseJList

[5G g S Gl g By S 5a
Ml jlaa - ALRED QB - Adaad)

J‘.;;h |2 j-_ilg.'n( -1z :‘ =
oAl iUl il s 62 5Y)

LS e g last gg3h Jiu gl /7
e b Gl i i g al -)——

Figure 2: Illustration of the WSD subtask.

Participants were encouraged to utilize deep

3https ://sina.birzeit.edu/nlu_sharedtask2024/

learning and generative methods for the WSD task.
They were provided with a sense-annotated corpus
of 1, 340 sentences, part of the SALMA corpus (Jar-
rar et al., 2023c). Each target word in a given sen-
tence has a set of candidate senses (glosses). Par-
ticipants’ submissions is expected to be in JSON
format and must include the sentence id correspon-
rding to the context ¢, the word id of w, and the
sense id of the sense s; (from the candidate senses
S) for each target word in the test set.

4.2 Dataset: SALMA

SALMA corpus (Jarrar et al., 2023c), the first
sense-annotated Arabic corpus, contains 1, 440 sen-
tences and 34k tokens, including 8, 760 unique to-
kens and 3, 875 unique lemmas. Manually anno-
tated with 4, 151 senses, it includes 19, 030 nouns,
2,763 verbs, 7,116 functional words, and 5, 344
punctuation marks and digits, as detailed in Table
2. The data was collected from 33 online media
sources in Modern Standard Arabic (MSA), and
has a 92% inter-annotator agreement (IAA) mea-
sured using Quadratic Weighted Kappa.

In the shared task, participants received develop-
ment and test sets. The development set includes
100 sentences with corresponding candidate senses
S and the correct sense s; for each target word
w in a given sentence c. The remaining 1,340
sentences were reserved for the test set, which in-
cluded candidate senses, but excluded the correct
sense. No training set was provided to encourage
adoption and evaluation of generative model tech-
niques, and participants were encouraged to use
external datasets, sense inventories, or lexicons in
their systems.

4.3 Baselines

Our WSD baseline approach involved developing
a BERT-based system using Target Sense Verifica-
tion (TSV) models. The TSV model is trained on
a binary classification task that assigns confidence
scores for True and False labels to each context-
gloss pair. We created context-gloss pairs for each
word in SALMA with varying context sizes to as-
sess their impact on accuracy. The intended mean-
ing was determined by ranking the glosses based on
their True confidence scores, then selecting the one
with the highest score as the intended gloss. Table
3 presents our baseline model’ performance using
Accuracy across diverse context window sizes. For
instance, a window size of 11 encompassed five
words on each side of the target word in the sur-
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Team Affiliation Task
Pirates (Wael et al., 2024) Nile University ~ WSD
Rematchka (Abdel-Salam, 2024) Cairo University WSD, LMD
Upaya (Rajpoot et al., 2024) SCB DataX WSD, LMD

Table 1: Overview of participated teams and their tasks.

Func.  Punct.
Term Nouns Verbs Words & Digits
Total Tokens 19,030 2,763 7,116 5,344
Unique Tokens 6,670 1,593 322 175
Unique Lemmas 2,904 677 119 175
Unique Senses 3,151 792 206 2

Table 2: Statistics of SALMA corpus.

rounding context, while full context refers to the en-
tire sentence. Our best-performing WSD baseline
model achieved an accuracy (F1-score) of 84.2%.

Context Window Size Baselines (F1-score)

3 82.80%
5 84.00%
7 83.80%
9 83.50%
11 84.20%
full 82.80%

Table 3: Baselines of WSD.

4.4 Participants’ Systems

Thirty five teams registered for the WSD subtask,
out of which only three teams submitted their sys-
tem descriptions as shown in Table 1. Next we
explore their approaches and results.

UPAYA (RAJPOOT ET AL., 2024): They leveraged
LLMs, specifically Llama3 (Al@Meta, 2024) and
GPT-4 (OpenAl, 2023), utilizing zero-shot learning
techniques. The team employed a prompt-based
approach where they manually crafted a natural
language task description to be used consistently
across all experiments. Initially, they experimented
with a basic prompt that outputs plain text, then
they enhanced the prompt by adding instructions
that structures the input and output in JSON format
to improve the model’s comprehension. This struc-
tured format showed notable improvements with
the Llama-3-70B-Instruct (Al@Meta, 2024) model.
Additionally, they explored in-context learning by
providing example sentences, target words and def-
initions in the prompt.

PIRATES (WAEL ET AL., 2024): The approach

used by this team involves leveraging transformer-
based models, specifically focusing on AraBERTv2
(Antoun et al., 2020), through three main experi-
ments: using Sentence Transformers with Siamese
networks (Ou et al., 2023), the SetFit framework
(Pannerselvam et al., 2024), and a classification ap-
proach. The first experiment involves fine-tuning
AraBERTvV?2 as a Sentence Transformer with con-
trastive loss, where the model learns to differenti-
ate between positive and negative senses of a word
within a sentence by calculating the Euclidean dis-
tance between their embeddings. This method uses
a combined dataset prepared by integrating two
resources, Al-Ghani Al-Zaher lexicon (Abul-Azm,
2014) and Arabic Context Gloss pairs (El-Razzaz
et al., 2021), to ensure the model is exposed to
both positive and hard negative samples. In the sec-
ond experiment, they utilize the SetFit framework
optimized for few-shot learning, which is advan-
tageous due to its efficiency with minimal data
input. This approach involves training the model
on the sentence, target word, and its meaning, all
separated by special tokens, and applying a co-
sine similarity loss function. The third experiment
employs a more traditional classification approach
using a transformer model for sequence classifica-
tion. The AraBERTV2 model is fine-tuned with the
SALMA development dataset, with the input struc-
tured similarly to the SetFit approach, but using the
AdamW optimizer and training for fewer epochs.
This method has shown the highest performance in
terms of F-score among their three experiments.

REMATCHKA (ABDEL-SALAM, 2024): The par-
ticipants employed zero-shot learning using LLMs
and fine-tuning of pre-trained language models
(PLMs). They explored the effectiveness of dif-
ferent models such as LLama3, WizardLM-2 (Xu
et al., 2023), AceGPT (Huang et al., 2023), and
OpenChat (Wang et al., 2023). In the zero-shot
setting, the models were instructed to select the
appropriate sense from a list of senses given the
context and target word. This approach aimed to
leverage the general language understanding capa-
bilities of the models to perform WSD without task-
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specific training. Additionally, fine-tuning models
like MARBERT (Abdul-Mageed et al., 2021) and
AraBERT (Antoun et al., 2020) were explored to
enhance performance in WSD tasks.

4.5 Results

Table 4 summarizes the final results of the par-
ticipating teams on the test dataset. The top-
performing team, UPAYA, achieved a 78% ac-
curacy with zero-shot learning technique using
Llama3-70B-Instruct, outperforming GPT-4. In the
second-place PIRATES, attained a 71% accuracy
by fine-tuning a sense classifier using AraBERTV2,
a model proven effective for Arabic. In the third
place is REMATCHKA, which employed multiple
generative models for zero-shot learning, but their
prompt-based approach yielded the lowest perfor-
mance with a 56%.

Notably, none of the participants surpassed our
baseline (84.2%). This may suggest that genera-
tive models utilized by the participants, specially in
zero-shot settings, still fall short of outperforming
an encoder-based model fine-tuned on a discrimi-
native task using high-quality large dataset. Gener-
ative models are also limited in their multilingual
support as the majority of their training data covers
English language. For instance, only 5% of the
Llama3-70B training data is multilingual, covering
30 languages. It also an open question, whether
the embeddings of causal generative models are
less effective then bi-directional transformers for
classification tasks.

Team Fy-score
Baseline 84.2%
Upaya 77.8%
Pirates 70.8%
Rematchka 57.5%

Table 4: Results of participants on WSD subtask test
data.

5 Subtask 2: Location Mention
Disambiguation

5.1 Task Definition

LMD represents a challenging problem in retrieval
and classification, primarily due to issues such as
the lack of context, toponymic polysemy, and to-
ponymic homonymy (Suwaileh et al., 2023a). Fig-
ure 3 presents a high-level overview of the task.
We formally define LMD problem as follows:
Given a post p, the list of location mentions in p

L, ={l; :i € [1,n,]}, where n,, is the number of
location mentions in p, and a gazetteer G = {t; :
J € [1,nqg]}, where ng is the number of toponyms
in G, an LMD system aims to match every location
mention /; in p to a toponym ¢; in G that accurately
represents it, if exists. Otherwise, the system must
abstain and declare that [; is unresolvable.

We perceive the LMD task as a candidate re-
trieval and ranking problem. For each location
mention /;, the LMD system must retrieve a ranked
list of up to three candidate toponyms R from Open-
StreetMap (OSM), where R C G. Toponyms re-
trieved by R are ranked based on the probability
that each candidate is the correct toponym for /;.
Therefore, the LMD problem can be typically de-
composed into two sub-problems: (i) candidate
retrieval, which aims to retrieve a list of candidate
toponyms from G, and (ii) candidate reranking,
which aims to rerank the retrieved candidates R in
order of likelihood.

5.2 Dataset: IDRISI-DA

The IDRISI-DA dataset was created in two phases:
extracting location mentions (Suwaileh et al.,
2023b) and disambiguating them (Suwaileh et al.,
2023a). It is the first Arabic manually-labeled
LMD dataset, designed with a particular attention
on domain and geographical generalizability. Fig-
ure 4 shows the distribution of location types in
IDRISI-DA, per disaster event, showing its do-
main and geographical coverage, therefore exhibit-
ing a reasonable dialectical coverage (Suwaileh
et al., 2023b). It includes 2,869 posts from X plat-
form in diverse dialects, featuring 3,893 location
mentions, with 763 unique mentions across seven
countries. The dataset is split per event in ratios of
70:10:20 for training, development, and test sets,
respectively. Each location mention in IDRISI-
DA is annotated with only one correct toponym
extracted from OSM, containing attributes such
as geo-coordinates, location type, and addresses,
among others.

5.3 Baseline

We compare the performance of the participated
systems against OSM, a simple and common base-
line for geolocation tasks. We specifically use
Nominatim® that runs over the official OSM on-
line gazetteer.’

*https://nominatim.org
5https ://www.openstreetmap.org/
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Figure 3: High-level overview of the LMD task.
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Figure 4: Distribution of location types in IDRISI-DA.

5.4 Participants’ Systems

The LMD task had attracted 25 registered teams,
however, only 2 of them managed to submit runs
that we describe next.

REMATCHKA (ABDEL-SALAM, 2024): Used
Llama3 (Al@Meta, 2024) to translate location
mentions of type city or country to English if their
type is verified. If not, Llama3 is queried for the
most accurate country in English where the loca-
tion mention is located, based on the post’s context.
The output is then passed to GeoPy?® to retrieve cor-
responding toponyms. The rationale for translating
to English is the GeoPy’s degraded performance
on Arabic text.

UPAYA (RAJPOOT ET AL., 2024): Proposed
two retrieval stages approach. For every location
mention, the system retrieves candidate toponyms
from OSM, then re-ranks candidates using Cohere
rerank-multilingual-v2.0.” The Cohere reranker in-
volves self-attention mechanisms and transformer-
based architectures that capture the similarity be-
tween location mentions and candidate toponyms.

5.5 Results

We present the MRR @k results of the participated
systems in Table 5. The results demonstrate that
both participants’ systems outperform the baselines

®https://geopy.readthedocs. io
7https ://cohere.com/blog/rerank

in MRR@ I, highlighting their effectiveness in re-
trieving the correct toponym from OSM at the top
rank. Notably, the REMATCHKA system substan-
tially outperforms all other systems across all mea-
sures, exhibiting superior performance. This indi-
cates the robustness of GeoPy, particularly when
used with the English language. These results un-
derscore the need for developing more robust mod-
els for Arabic LMD.

Team MRR@1 MRR@2 MRR@3
OSMyseline 0.5724 0.6396 0.6428
REMATCHKA 0.9497 0.9500 0.9500
UPAYA 0.5994 0.5994 0.5994

Table 5: Results of LMD participants on test set.

6 Conclusion and Future work

In this paper, we present the results of the Ara-
bicNLU 2024 shared task, focusing on the chal-
lenges of Word Sense Disambiguation and Loca-
tion Mention Disambiguation in Arabic Natural
Language Understanding. The findings from par-
ticipated teams highlight the ongoing challenges
and research gaps associated with these subtasks.
We observe that generative models underperform
traditional classification architectures trained on
labeled data. This is specially the case for low re-
sourced languages which are not well supported in
LLMs. LLMs are mostly English-centric due to
the imbalanced training corpora. This also extends
to other systems and tools such as GeoPy, requir-
ing machine translation to English to achieve the
desired performance. The challenge of multilin-
gual support becomes even more apparent when
working with Arabic dialectical data. To really de-
mocratize Arabic NLP, it is essential to compile
large datasets in various Arabic dialects, as demon-
strated by the work of (Jarrar et al., 2023d; Haff
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https://geopy.readthedocs.io
https://cohere.com/blog/rerank

et al., 2022; Jarrar et al., 2023d). Additionally,
new techniques must be developed to address the
scarcity of dialectical data, and LLMs specifically
tailored for the Arabic language need to be trained.

Our vision for this shared task is to create a
collaborative environment that accelerates research
and development in Arabic NLU. By facilitating
the evaluation and comparison of various models
and techniques, we aim to uncover new insights,
foster innovation, and build a strong foundation of
resources. This effort seeks to overcome current
obstacles and significantly advance the capabilities
of Arabic NLU technologies.

Limitations

Acknowledging the inherent constraints within the
ArabicNLU shared task datasets is crucial. The
SALMA dataset, utilized for the WSD subtask, pri-
marily employs an extended version of "Modern"
as a sense inventory, which includes referral glosses
that need specific handling for broader applicabil-
ity. Furthermore, it is limited to MSA, excluding
dialects, and focuses only on single-word lemma
senses.

The IDRISI-DA dataset, being crawled from
X platform, faces significant limitation in its ap-
plication due to recent X platform API restrictions
that may reduce its utility for research focused on
social media platforms. However, the dataset fa-
cilitates developing LMD systems the process in-
formal text sourced from various platforms beyond
X platform. Furthermore, fine-grained locations
and temporary locations are underrepresented in
IDRISI-DA, those are pivotal during emergencies.
Nevertheless, the goal of this shared task is to de-
velop generic LMD systems not domain(disaster)-
specific ones.

Ethics Statement
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and non-military purposes.
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