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Abstract

Satirical news is real news combined with a hu-
morous comment or exaggerated content, and it
often mimics the format and style of real news.
However, satirical news is often misunderstood
as misinformation, especially by individuals
from different cultural and social backgrounds.
This research addresses the challenge of dis-
tinguishing satire from truthful news by lever-
aging multilingual satire detection methods in
English and Arabic. We explore both zero-
shot and chain-of-thought (CoT) prompting us-
ing two language models, Jais-chat(13B) and
LLaMA-2-chat(7B). Our results show that CoT
prompting offers a significant advantage for the
Jais-chat model over the LLaMA-2-chat model.
Specifically, Jais-chat achieved the best perfor-
mance, with an F1-score of 80% in English
when using CoT prompting. These results high-
light the importance of structured reasoning in
CoT, which enhances contextual understand-
ing and is vital for complex tasks like satire
detection.

1 Introduction

Satire is the act of making fun of someone or some-
thing intending to embarrass or discredit them (As-
siri and Himdi, 2023)(Burfoot and Baldwin, 2009).
Satire is context-dependent, which is why satirical
news can sometimes be mistaken for misinforma-
tion, even though there is no intention of mislead-
ing any parties, making satirical news prone to
being misclassified as “false positive” misinforma-
tion (Levi et al., 2019).

Most existing methods focus on satire detec-
tion in a single language, with limited research
on multilingual approaches. Zero-shot prompt-
ing of large language models (LLMs) has been
explored, but this technique struggles with satire
detection due to a lack of context. This research
investigates how CoT prompting improves the ac-
curacy of bilingual and multilingual models, using

Jais-chat (Sengupta et al., 2023)1 and LLaMA-2-
chat (Touvron et al., 2023). Bilingual models like
Jais-chat are trained on only two languages, En-
glish and Arabic in our case, while multilingual
models like LLaMA-2-chat are trained on more
than two languages. Our paper provides insight
into how specialized, language-focused training
compares to more general, multilingual training,
particularly in the context of satire detection for
English and Arabic texts.

This research aims to answer: i) How does the
performance of a bilingual model compare to a
multilingual model in detecting satire across lan-
guages? and ii) What impact does CoT prompt-
ing have on accuracy? We evaluate Jais-chat2 and
LLaMA-2-chat3 across two languages (English and
Arabic) using CoT prompting. Our results indicate
that CoT prompting outperforms zero-shot prompt-
ing for satire detection, particularly with the Jais-
chat model, whereas LLaMA-2-chat showed mini-
mal improvements with CoT, maintaining consis-
tent performance across both prompting methods.
Our contributions include:

• We study and apply Chain-of-Thought (CoT)
prompting for satire detection in both English
and Arabic, guiding the model through a step-
by-step reasoning process for improved accu-
racy.

• We introduce multilingual prompting for
satire detection, tackling challenges related
to cultural nuances and different humor styles
across the two languages, English and Arabic.

• We compare the performance of a bilingual
model against a multilingual model, provid-
ing insights into their effectiveness in satire
detection across different languages.

1Jais-chat has been reported as a bilingual Arabic-English
model.

2https://huggingface.co/inceptionai/jais-13b-chat
3https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
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The rest of the paper is organized as follows:
Section 2 reviews the prior research on satire detec-
tion. Section 3 outlines our proposed methodology
and experiment setup. Section 4 presents the re-
sults of our experiments, and Section 5 concludes
the paper with a discussion of findings and future
work.

2 Related Work

Satire detection methods have progressed from ba-
sic lexical and semantic features, such as bag-of-
words (BoW) models and handcrafted features like
frequency, sentiment, and part-of-speech (POS)
tags (Barbieri et al., 2015; Burfoot and Baldwin,
2009; Frain and Wubben, 2016), to advanced ma-
chine learning and deep learning approaches. Ear-
lier methods used support vector machines (SVM)
and semantic checks for coherence in named enti-
ties (Burfoot and Baldwin, 2009), while more re-
cent techniques incorporate attention mechanisms,
adversarial training, and transformers like BERT
and GPT (McHardy et al., 2019; Rogoz et al., 2021;
Saadany et al., 2020; Assiri and Himdi, 2023).
Some studies have explored multimodal methods,
integrating both text and images, with models like
ViLBERT excelling in this area (Li et al., 2020). In
Arabic satire detection, CNNs and linguistic mark-
ers, such as sentiment and first-person pronouns,
have proven effective, while transformers have also
shown strong performance (Saadany et al., 2020;
Assiri and Himdi, 2023).

Despite advancements in satire detection, chal-
lenges persist, especially with multilingual support
and CoT prompting. This paper tackles these is-
sues by leveraging the Jais-chat and LLaMA-2-chat
models, both trained on English and Arabic, and
integrating them with CoT to enhance accuracy and
nuance in satire detection.

3 Methodology

3.1 Overview

We apply zero-shot prompting to the selected
datasets and compare their performance against
CoT prompting. Zero-shot prompting instructs the
model to perform a task without providing any
examples for guidance, whereas CoT prompting
involves appending instructions such as “Describe
your reasoning in steps” or “Explain your answer
step by step” to the query, encouraging the model
to think through the problem before responding.

As illustrated in Figure 1, we use prompts in En-
glish and Arabic with two models, Jais-chat and
LLaMA-2-chat, to generate outputs based on the
input prompts. To assess model robustness, we
employ a multilingual prompting strategy, testing
four prompt configurations: an English pre-prompt
with English article text, an English pre-prompt
with Arabic article text, an Arabic pre-prompt with
English article text, and an Arabic pre-prompt with
Arabic article text. This approach allows us to eval-
uate the impact of aligning the prompt language
with the article language, as well as to analyze the
effect of each language independently on model
performance in satire detection. We assess the per-
formance of the models by prompting them to make
direct predictions (zero-shot) and compare these
results with those obtained when prompting the
models to first analyze the articles and then classify
them based on this analysis (CoT).

We employed different prompts for zero-shot
and CoT tasks. For example, the English prompt
for the zero-shot is: “You will be provided with
a news article, and you are required to determine
(predict) whether the article is satirical or not. Your
answer should only be “1” if the article is satirical
or “0” if the article is serious. Do not provide
any explanation or additional commentary. Do
not answer with blank.” For CoT, two prompts
are used. One for the analysis phase and another
one for the prediction phase. All prompts were
written in English and Arabic to assess the models’
multilingual capabilities.

3.2 Data Statistics

The summary of the datasets is shown in Table 1.
The first dataset is “Assiri” (Assiri and Himdi,
2023), an Arabic dataset that encompasses 760
satirical articles and 765 non-satirical articles. The
“Saadany” (Saadany et al., 2020) is an Arabic
dataset that, originally, comprises 3185 satirical
articles. To balance the dataset, we merged it with
the “bbc-arabic-utf8” dataset from “SourceForge”4

website, comprising of 4763 non-satirical articles.
The “Phosseini” dataset (Li et al., 2020) is an En-
glish dataset comprising of 3956 satirical articles
and 2987 non-satirical articles. The “SatiricLR”
dataset (Frain and Wubben, 2016) is an English
dataset that encompasses 1706 satirical articles and
1705 non-satirical articles.

4https://sourceforge.net/
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Figure 1: Overview of Methodology.

Table 1: Summary statistics of the datasets

Attribute Assiri Saadany Phosseini SatiricLR

Language Arabic Arabic English English
Number of Entries 1525 7948 6943 3411

Average Words per Article 1013 1635 2721 2472
Satire (%) 760 (49.8%) 3185 (40%) 3956 (57%) 1706 (50%)

Non-Satire (%) 765 (50.2%) 4763 (60%) 2987 (43%) 1705 (50%)

Figure 2: Examples of CoT & Zero-Shot

4 Results

As observed in Table 2, the Jais-chat model ex-
hibits superior performance when utilizing the CoT
prompting approach compared to zero-shot prompt-
ing across all scenarios. Jais-chat achieves its high-
est F1-score of 80% with English prompts using
CoT prompting, outperforming its performance

with the Arabic prompts, where the highest F1-
score is 70%, respectively. In contrast, the LLaMA-
2-chat model shows minimal improvements with
the CoT approach compared to the zero-shot ap-
proach, with F1-scores reaching 72.5% for En-
glish prompts and 73% for Arabic prompts, re-
spectively. This indicates that while CoT prompt-
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Table 2: Performance of Jais-chat and LLaMA-2-chat Models on Different Datasets and Languages

Model Prompt Dataset Approach
Performance Metrics

Accuracy Precision Recall F1-Score

Jais

English

Assiri
Zero-shot 65.6 72.7 49.9 59.2

Chain-of-Thought 79.9 79.7 80.0 80.0

Saadany
Zero-shot 45.6 18.0 10.1 12.9

Chain-of-Thought 71.5 62.8 71.2 66.7

Phosseini
Zero-shot 37.9 42.8 26.9 33.0

Chain-of-Thought 62.1 69.5 59.8 64.3

SatiricLR
Zero-shot 45.5 38.5 15.0 21.6

Chain-of-Thought 62.9 64.0 59.0 61.4

Arabic

Assiri
Zero-shot 69.1 77.3 54.0 63.6

Chain-of-Thought 53.9 52.1 95.8 67.5

Saadany
Zero-shot 36.7 32.3 52.8 40.1

Chain-of-Thought 50.8 44.3 88.9 59.1

Phosseini
Zero-shot 57.9 60.4 75.6 67.2

Chain-of-Thought 60.8 62.4 78.6 70.0

SatiricLR
Zero-shot 46.6 46.6 46.0 46.3

Chain-of-Thought 58.6 56.4 76.5 64.9

LLaMA

English

Assiri
Zero-shot 49.7 49.8 99.2 66.3

Chain-of-Thought 50.2 50.1 97.8 66.3

Saadany
Zero-shot 39.0 39.4 97.3 56.1

Chain-of-Thought 40.0 39.9 98.5 56.8

Phosseini
Zero-shot 56.9 56.9 99.8 72.5

Chain-of-Thought 56.9 57.0 98.8 72.3

SatiricLR
Zero-shot 50.0 50.0 100.0 66.7

Chain-of-Thought 50.0 50.0 99.2 66.5

Arabic

Assiri
Zero-shot 49.9 49.9 100.0 66.6

Chain-of-Thought 50.2 50.0 100.0 66.7

Saadany
Zero-shot 40.1 40.1 100.0 57.2

Chain-of-Thought 40.2 40.1 99.8 57.2

Phosseini
Zero-shot 57.0 57.0 100.0 73.0

Chain-of-Thought 56.9 57.0 99.9 73.0

SatiricLR
Zero-shot 50.0 50.0 99.9 66.6

Chain-of-Thought 50.3 50.1 100.0 66.8

ing significantly benefits the Jais-chat model, the
LLaMA-2-chat model performance remains rela-
tively consistent, when prompted with zero-shot
and CoT. This observation indicates that LLaMA-
2-chat is not tuned specifically for CoT prompting
and hence showed same performance regardless
of the prompting strategy. A sample article is pro-
vided in Figure 2 along with the ground truth and
predictions for both models, Jais-chat and LLaMA-
2-chat, when prompted with zero-shot and CoT.
(For convenience, the Arabic text has been trans-
lated.)

It is worth noting that the LLaMA-2-chat
model achieved exceptional recall scores across

all datasets, exceeding 97%. This suggests that
while the model may struggle with precision, it is
highly effective at identifying relevant instances,
potentially indicating a tendency to classify more
instances as positive. Over-classifying instances
as satirical risks dismissing legitimate information,
while over-classifying instances as non-satirical
could lead to the spread of false information as
credible. Both scenarios contribute to the spread of
misinformation. Therefore, the trade-off between
recall and precision should be carefully considered
in the context of satire detection.
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5 Conclusion

This study explores the efficacy of satire detec-
tion using multilingual models utilizing different
prompting techniques, comparing the bilingual Jais-
chat model with the multilingual LLaMA-2-chat
model. Referring to the research questions, we ob-
serve that the multilingual LLaMA-2-chat model
produces consistently stable outcomes regardless of
the prompting technique. In contrast, the bilingual
Jais-chat model demonstrates more variable results,
showing significantly improved performance with
CoT prompting compared to zero-shot prompting.
The results indicate that CoT prompting improves
or maintains performance depending on the model.

Future work should aim to refine these models,
expand datasets, and include more languages to bet-
ter address the complexities of satire in diverse cul-
tural contexts. Improving satire detection method-
ologies can enhance public understanding of media
content and reduce the spread of misinformation in
an increasingly complex information landscape.

Ethical Considerations

Satire detection in multilingual contexts presents
important ethical challenges. One key concern is
misclassifying satire as misinformation or the re-
verse, especially when cultural nuances are over-
looked. This can unintentionally spread misinfor-
mation or diminish legitimate satire. Bias in large
models like Jais-chat and LLaMA-2-chat is another
issue. Since humor varies greatly across cultures,
these models may reinforce harmful stereotypes or
misinterpret satire, particularly if the training data
lacks diversity. Ultimately, it is crucial to deploy
satire detection models carefully, ensuring trans-
parency and minimizing potential negative impacts
on public discourse.

Limitations

This research has several limitations. First, the
effectiveness of both Jais-13b-chat and LLaMA-
2-chat models relies heavily on the quality of
prompts, and while Chain-of-Thought (CoT)
prompting can enhance results, poorly designed
prompts may yield unreliable outcomes. Addition-
ally, our study focuses solely on English and Ara-
bic, limiting the generalizability of our findings
to other linguistic contexts; future research could
address this by incorporating additional languages
to validate applicability across a broader spectrum.

Another limitation is that our datasets predomi-
nantly contain written satire, potentially reducing
the models’ ability to detect satire in multimedia
formats such as images or videos. Furthermore,
our analysis centers on full news articles, omitting
shorter forms of satire, such as headlines and social
media posts. Lastly, the differences between Jais-
13b-chat and LLaMA-2-chat extend beyond the
bilingual versus multilingual training scope, includ-
ing variations in model architecture and fine-tuning
strategies, which prevent a pure comparison based
on language coverage alone. Future work should
explore model performance across diverse text for-
mats, lengths, and controlled conditions isolating
language-focused training differences.
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