
Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 5: Tutorial Abstracts), pages 10–11
August 11-16, 2024 ©2024 Association for Computational Linguistics

Watermarking for Large Language Model

Xuandong Zhao, Yu-Xiang Wang and Lei Li

As AI-generated text increasingly resembles human-written content, the abil-
ity to detect machine-generated text becomes crucial in both the computational
linguistics and machine learning communities. In this tutorial, we aim to provide
an in-depth exploration of text watermarking, a subfield of linguistic steganog-
raphy with the goal of embedding a hidden message (the watermark) within a
text passage. We will introduce the fundamentals of text watermarking, discuss
the main challenges in identifying AI-generated text, and delve into the current
watermarking methods, assessing their strengths and weaknesses. Moreover, we
will explore other possible applications of text watermarking and discuss future
directions for this field. Each section will be supplemented with examples and
key takeaways.
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most recent quests include making differential privacy practical and developing
a statistical foundation for off-policy reinforcement learning.

Lei Li, Assistant Professor in the Language Technology Institute at Carnegie
Mellon University
email: leili@cs.cmu.edu
website: https://lileicc.github.io
His research interest lies in natural language processing, machine translation,
and AI-powered drug discovery. He received his B.S. from Shanghai Jiao Tong
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