Language Models Do Hard Arithmetic Tasks Easily and Hardly Do Easy
Arithmetic Tasks

Andrew Gambardella*

Yusuke Iwasawa

Yutaka Matsuo

University of Tokyo

Abstract

The ability (and inability) of large language
models (LLMs) to perform arithmetic tasks has
been the subject of much theoretical and practi-
cal debate. We show that LLMs are frequently
able to correctly and confidently predict the
first digit of n-digit by m-digit multiplication
tasks without using chain of thought reason-
ing, despite these tasks require compounding
operations to solve. Simultaneously, LLMs in
practice often fail to correctly or confidently
predict the last digit of an n-digit by m-digit
multiplication, a task equivalent to 1-digit by 1-
digit multiplication which can be easily learned
or memorized. We show that the latter task can
be solved more robustly when the LLM is con-
ditioned on all of the correct higher-order digits,
which on average increases the confidence of
the correct last digit on 5-digit by 5-digit mul-
tiplication tasks using Llama 2-13B by over
230% (0.13—0.43) and Mistral-7B by 150%
(0.22—0.55).

1 Introduction

The development of large language models
(LLMs) (Brown et al., 2020) has given new life
to the deep learning revolution, and seen mass
adoption within not just the scientific community,
but also society at large. These LLMs, being the
first known “general” machine learning model de-
veloped by humanity (Morris et al., 2024), have
been applied to various tasks dealing with natu-
ral language such as those commonly encountered
in school curricula (Hendrycks et al., 2021), and
even branching off into tasks such as text-to-image
generation (Saharia et al., 2022) and hierarchical
planning (Wang et al., 2023).

Despite the generality and far-reaching conse-
quences of LLMs, there are still many significant
limitations making difficult the direct application
of LLMs to certain tasks. One such limitation is
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the poor performance of LLMs on arithmetic tasks,
such as elementary addition, subtraction, multipli-
cation, and division (Nogueira et al., 2021). Not
only do modern LLMs perform poorly on these
tasks, but some tasks such as n-digit by m-digit
multiplication and division, which require com-
pounding operations to solve, appear to be un-
learnable by pure autoregressive transformer archi-
tectures unless they decompose the problem into
multiple steps, such as with chain of thought rea-
soning (Wies et al., 2022; Liu et al., 2023). As
such, several solutions have been proposed, such
as fine-tuning so that chain of thought reasoning
is automatically used for problems which require
compounding operations (Liu et al., 2023; Kojima
et al., 2022) or fine-tuning to call outside tools,
such as a calculator (Schick et al., 2024).

While we most likely cannot expect simply train-
ing models with more parameters to allow for the
solving of tasks which require compounding op-
erations without chain of thought, we believe that
analyzing the limitations and abilities of autoregres-
sive LLMs when attempting to solve these tasks
directly may shed light on unknown properties of
LLMs. We therefore use Monte Carlo Dropout
(MC Dropout) (Gal and Ghahramani, 2016) to ana-
lyze the performance of LLMs which were trained
with dropout and which have open weights avail-
able, such as Llama 2 (Touvron et al., 2023) and
Mistral (Jiang et al., 2023), in carrying out arith-
metic tasks.

MC Dropout allows one to interpret neural net-
works which were trained with dropout as Bayesian
neural networks, as neural networks trained with
dropout have been shown to be equivalent to a
Bayesian approximation to a Gaussian process.
This allows one to obtain empirical Bayesian confi-
dence distributions over neural network weights or
outputs by doing multiple forward passes through
the neural network with dropout on, during test
time (Gal and Ghahramani, 2016). MC Dropout
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is one of many ensemble-based methods for uncer-
tainty quantification (Ovadia et al., 2019; Ashukha
et al.,, 2020), and has been applied to analyze
the confidence of transformer architectures (Shel-
manov et al., 2021) and to implement tree-based
LLM prompting (Mo and Xin, 2023).

Our results when applying MC Dropout to
Llama 2 and Mistral in arithmetic tasks were sur-
prising. We found that all models could confidently
and correctly predict the first digit result of n-digit
by m-digit multiplication problems, despite it most
likely being impossible for any autoregressive LLM
to have learned a general algorithm for doing so
without decomposing the problem into multiple
steps, as finding this digit in general requires solv-
ing the entire multiplication problem'. We also
found that all models struggled to correctly output
the last digit of n-digit by m-digit multiplication
problems, despite it being very easy to learn an
algorithm for doing so, as calculating the last digit
is equivalent to 1-digit by 1-digit multiplication.
Finally, we show that the confidence of LLMs in
predicting the last digit can be increased by condi-
tioning the generation of the last digit on the correct
intervening digits, despite the computation of the
last digit not depending on the correct computa-
tions of the higher-order digits at all.

2 Experiments

We evaluate the HuggingFace (Wolf et al., 2019)
implementations of Llama 2-7B, Llama 2-13B, and
Mistral-7B (Touvron et al., 2023; Jiang et al., 2023)
in 2-shot settings, where the 2-shot examples are
of correct n-digit by m-digit multiplications. Sec-
tions 2.1 and 2.2 show results on the 3-digit by
3-digit multiplication task 592 x 392, and aver-
ages over multiple problems with varying digit
length are provided in Section 2.3. Details about
the prompt and hyperparameters are given in Ap-
pendix A, details about the tokenizers for the mod-
els are given in Appendix B, and details about the
use of dropout in the training of the models is given
in Appendix C.

2.1 Unconditional Answer Generation

We first study a version of the problem in which
the answer is generated with the language model
conditioned on the few shot examples and the prob-
lem to be solved, but is provided with none of

'Consider ~ that the  highest-order  digit of

31622776601683793319% is 9, but the highest-order
digit of 316227766016837933207 is 1.
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the digits to be generated (i.e., the normal few-shot
arithmetic scenario), which we refer to as “uncondi-
tional” generation in an abuse of terminology. Our
main results for these experiments are in Figures 1
and 2.

In Figure 1 we can see that both Llama 2-7B and
Llama 2-13B can confidently and correctly predict
the first digit of the 3-digit by 3-digit multiplica-
tion task 592 * 392, which equals 232064. This
should be surprising as it is not immediately ap-
parent from the problem that the first digit of the
solution should be 2, and the only way to discover
this is to compute the multiplication. As LLMs
most likely cannot perform n-digit by m-digit mul-
tiplication in the general case without decomposing
the problem into steps, the output of the first digit
in this case is unlikely to be the output of a multi-
plication algorithm learned by the LLM.
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Figure 1: Confidence and accuracy of Llama 2-7B and
Llama 2-13B predicting the first digit of the result of
592 x 392. Both language models are able to confidently
and correctly predict that the first digit should be 2,
despite this not being immediately apparent from the
problem.

Conversely, in Figure 2, we can see that both
Llama 2-7B and Llama 2-13B can neither confi-
dently nor correctly predict the last digit of the
same problem, despite doing so being equivalent
to 1-digit by 1-digit multiplication. This is a case
in which any reasonable model should be able to
confidently and correctly solve the task, as not only
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Figure 2: Confidence and accuracy of Llama 2-7B and
Llama 2-13B predicting the sixth digit of the result of
592 * 392. Neither are able to predict this digit confi-
dently, with the mode of the distribution on the “end
string” character in both cases. Both only output 4 in
about 20% of samples, despite it being immediately ap-
parent that the final digit should be 4.

could the algorithm to solve the task be learned by
an autoregressive language model, but the informa-
tion needed to solve this task could also very easily
be memorized by language models with billions of
weights.

2.2 Conditional Answer Generation

Finally, we contrast the experiments given in Fig-
ures 1 and 2 with a third experiment, in which the
LLM is given all digits from the answer except for
the final digit, and is tasked with outputting solely
the final digit, which we refer to as “conditional”
generation in an abuse of terminology. Results
for this experiment are given in Figure 3. In this
case the confidence in the correct output doubles
for Llama 2-7B and triples for Llama 2-13B, with
Llama 2-13B now having most of its probability
mass on the correct last digit, whereas it did not do
so when generating the entire string at once (and
therefore often conditioning on incorrect prior dig-
its). The fact that in both cases, more probability
mass is being put on the correct answer should be
surprising, as the computation of this digit does not
depend on the correctness of the higher-order digits

87

100

0 l l l
. 2 3 4 5 8

Tokens

Prompt: 592*392=23206, Token Position: 6, Model: Llama-2-7b

Frequency
o
8

&

100

Prompt: 592*392=23206, Token Position: 6, Model: Llama-2-13b

Frequency

8 = t
Tokens

Figure 3: Confidence and accuracy of Llama 2-7B and
Llama 2-13B predicting the last digit of the result of
592 x 392, when conditioned on the first five correct
digits. The confidence in the correct answer being 4
doubles for Llama 2-7B and more than triples for Llama
2-13B, despite the computation of the last digit not
depending on the prior digits being correct at all.

in any way.

2.3 Ablation Over Digit Length

We provide further ablations over digit length with
Llama 2-7B and 13B in Table 1. Each subtable
gives the confidence of the correct digit, averaged
over 10 different n-digit by m-digit multiplica-
tion problems each. We find that the conclusions
shown for a single example in Sections 2.1 and
2.2 hold over varying multiplication problems and
digit lengths in general. We further provide sim-
ilar Mistral-7B experiments in Table 2. While
Mistral-7B is stronger at arithmetic tasks than both
Llama 2-7B and 13B, the same patterns and con-
clusions found for Llama 2-7B and 13B also hold
for Mistral-7B.

3 Discussion of Results

3.1 First Digit

It is most likely impossible for autoregressive
LLMs to compute the first digit of an n-digit by m-
digit multiplication problem without decomposing
the problem into steps, especially given that the an-
swer is being written starting with the highest-order



Llama 2-7B Llama 2-13B
n o2 3 4 5 ) mlo9 3 4 5
2 0.81 0.90 0.82 0.82 2 0.84 0.85 0.79 0.73
3 0.91 0.78 0.88 0.92 3 0.87 0.72 0.85 0.86
4 0.88 0.83 0.92 0.77 4 0.84 0.83 0.78 0.78
5 0.89 0.74 0.89 0.87 5 0.86 0.71 0.84 0.86
(@) (b)
N m 2 3 4 5 N m 2 3 4 5
2 0.52 0.34 0.16 0.20 2 0.78 0.50 0.32 0.30
3 0.39 0.22 0.16 0.19 3 0.56 0.40 0.24 0.17
4 0.40 0.21 0.20 0.15 4 0.63 0.37 0.29 0.22
5 0.33 0.20 0.15 0.11 5 0.52 0.30 0.24 0.13
(©) (d)
n T2 3 4 5 . mi 3 4 5
2 0.64 0.41 0.24 0.51 2 0.82 0.66 0.48 0.57
3 0.55 0.45 0.38 0.40 3 0.66 0.68 0.49 0.51
4 0.43 0.33 0.38 0.36 4 0.73 0.54 0.56 0.47
5 0.44 0.41 0.26 0.25 5 0.70 0.54 0.50 0.43
© ()

Table 1: Llama 2-7B and 13B generation average confidence of the correct first digit (a, b), unconditional average
confidence of the correct last digit (c, d), and conditional average confidence of the correct last digit (e, f).

digit, and calculating the first digit depends on the
correct calculations of the lower-order digits.

LLMs can, however, perform 1-digit by 1-digit
multiplication. If these LLMs were to internally
round 592 to 600 and 392 to 400, it could approx-
imately solve for the highest-order digit in this
way, as 600 = 400 is a computation that can be per-
formed by autoregressive language models. We
find it likely that such a computation is occurring
inside these LLLMs, especially as stochastic gradi-
ent descent is likely to find such “shortcuts.”

3.2 Last Digit

Both LLMs failing to predict the last digit when
generating the entire string autoregressively, and
their confidence and accuracy in predicting the last
digit increasing when conditioned on correct prior
digits, seem to be related, and could stem from the
view that autoregressive language models are “ex-
ponentially diverging diffusion processes,” a view
that several researchers have argued informally (Le-
Cun et al., 2023), and has also recently been more
formally proven (Dziri et al., 2023). The argument
is essentially that if an autoregressive LLM has
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some non-zero chance of making a mistake, then
repeated application of that LLM to generate a long
string will cause errors to compound exponentially.

This argument is not fully satisfying, how-
ever, for explaining the behavior of LLMs
in predicting the last digit. Not only should
p(last_digit|wrong_intervening_digits)
be the same as
p(last_digit|correct_intervening_digits)
due to the computation involved (the last digit not
depending on any other digits of the answer at
all), but the fact that LLMs are more correct and
more confident when conditioned on correct digits
rather than wrong digits means that LLMs are able
to internally distinguish between the two states,
despite not being able to generate the entire correct
string in the first place.

This finding may be related to recent results in
the hallucination detection literature, where it has
been noted that the internal states of LLMs can be
used to detect when the conditioning text, including
its own outputs, are wrong (Azaria and Mitchell,
2023; Chen et al., 2024). It stands to reason that
if the internal states of an LLM differ depending




. m 2 3 4 5
2 0.97 £0.03 0.98 +0.03 0.98 +0.02 1.00 = 0.00
3 0.98 +0.03 1.00 = 0.00 0.94 +0.09 0.93 +£0.04
4 0.99 +0.01 0.87 £0.15 0.98 +£0.04 0.82 £0.09
5 0.89 +0.1 0.94 +0.11 0.95 +0.06 0.99 +0.01
(a)
n " 2 3 4 5
2 0.74 +0.06 0.57 £0.26 0.52 £0.29 041 +£0.21
3 0.87 £0.10 0.70 £0.13 0.20 £0.12 0.11 £0.07
4 0.44 £0.14 0.70 £0.14 0.28 +£0.23 0.30 £0.15
5 0.70 £0.10 0.33 £0.09 0.20 £0.13 0.22 £0.07
(b)
) m 2 3 4 5
2 0.85 £0.23 0.83 +£0.13 0.73 £0.21 0.76 +£0.23
3 0.86 £0.13 0.85 £0.11 0.75 £0.22 0.57 £0.32
4 0.76 £0.17 0.62 +£0.27 0.77 £0.26 0.59 £0.26
5 0.80 £0.18 0.68 +£0.21 0.65 £0.26 0.55 £0.35

(©)

Table 2: Mistral-7B generation average and standard deviation confidence of the correct first digit (a), unconditional
average and standard deviation confidence of the correct last digit (b), and conditional average and standard deviation

confidence of the correct last digit (c).

on whether its conditioning is correct or not, then
further outputs which are autoregressively gener-
ated based on these internal states may also differ.
In other words, while previous results show that
LLMs may experience exponentially compounding
errors, our finding suggests this may occur not only
due to faulty reasoning when using incorrect inter-
mediate steps, but also when the LLM “realizes”
that it had generated incorrect output, and then “be-
lieves” that its task is to continue to do so. While
out of the scope of this paper, we are interested in
further study of this property in particular, and its
potential implications.

4 Conclusion

Here we present findings on the application of
LLMs to arithmetic tasks, seen through the lens of
Monte Carlo Dropout. We found that the abilities
of what LLLMs can do in practice, versus what the
theory dictates should be possible for LLMs to do,
can be reversed in several cases. In particular, we
found that Llama 2 and Mistral could confidently
and correctly output the first digit of the result of n-
digit by m-digit multiplication tasks despite most
likely being unable to in the general case, whereas
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they struggled with outputting the last digit either
correctly or confidently, a task which should be eas-
ily learnable. We also found that accuracy and con-
fidence in outputting the last digit increases when
the prior digits are correct, and we believe that this
finding is related to, and could have implications
for, recent results in hallucination detection.

5 Limitations

MC Dropout is a technique that is only applica-
ble when neural network weights are available
and the neural network was trained with dropout.
These restrictions limit the number of language
models that can be analyzed with the techniques
in this paper significantly, and crucially, state of
the art language models such as GPT-4 (OpenAl,
2023), Gemini (Gemini Team et al., 2023), and
Claude (Anthropic, 2023) cannot be analyzed in
this way by researchers outside of OpenAl, Google,
and Anthropic respectively. Such limitations make
clear the need for researchers to have access to
language models with open weights.

As we have restricted our analysis to Llama 2
and Mistral (which share similar architectures), it
is possible that our findings do not generalize to



other large language models, but given the very
small number of existing language models that can
be analyzed in this way, it will be difficult to gauge
the generality of our findings until more language
models which were trained with dropout and have
open weights are released.
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A Prompt Format and Hyperparameters

The exact prompt used in Sections 2.1 and
2.2 is “111 % 472 52392. 362 % 194
70228.  {math_question} {given_str}”
where math_question is the multiplication task,
and given_str is the empty string in Section 2.1
and all but the last digit of the correct answer in Sec-
tion 2.2. In Section 2.3 the prompts are randomly
generated 2-shot n-digit by m-digit multiplication
examples in the same format.

We set the dropout rate to be 0.1, which is the
dropout rate commonly used in GPT applications,
and appears to be the dropout rate used to train
Llama 2 and Mistral. All sampling from LLMs
is done deterministically other than the stochastic-
ity induced by dropout (i.e., we take argmax over
logits). We collect 100 samples for each output.
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B Tokenization

Both the Llama 2 and Mistral tokenizers have one
single token for each digit, 0 to 9, and no digits
appear in any tokens other than these. This property
has been shown to be necessary to consistently
perform even simple addition tasks (Nogueira et al.,
2021).

C Dropout

The use of MC Dropout to model uncertainty in
neural networks requires, as a prerequisite, that the
neural networks were trained with dropout. As we
do not know the exact training details of Llama 2 or
Mistral, we cannot be fully assured that they used
dropout in training. We do, however, have very
strong reason to believe that they did use dropout
during training, due to the fact that both of these
models still output reasonable text when dropout
is turned on. Conversely, the Gemma (Gemma
Team, 2024) HuggingFace code also has dropout,
but when dropout is turned on even to only 10%,
the model outputs are entirely nonsensical (when
attempting these experiments with Gemma, we
do not even get numbers as output when dropout
is turned on, but do get reasonable output with
dropout turned off). The sort of robustness to neu-
rons being dropped out that can be seen in Llama
2 and Mistral only occurs in models that were ac-
tually trained with dropout, and thus we can be
fairly confident that the use of MC Dropout here is
appropriate.
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