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Abstract

It is widely known that hallucination is
a critical issue in Simultaneous Machine
Translation (SiMT) due to the absence of
source-side information. While many efforts
have been made to enhance performance for
SiMT, few of them attempt to understand
and analyze hallucination in SiMT. Therefore,
we conduct a comprehensive analysis of
hallucination in SiMT from two perspectives:
understanding the distribution of hallucination
words and the target-side context usage of
them. Intensive experiments demonstrate
some valuable findings and particularly show
that it is possible to alleviate hallucination
by decreasing the over usage of target-side
information for SiMT. 1

1 Introduction

In neural machine translation, hallucination
occurrences are not common due to its small
quantity (Lee et al., 2018; Yan et al., 2022; Raunak
et al., 2021a; Guerreiro et al., 2023). But in
simultaneous machine translation (SiMT), it has
been found that hallucination is extremely severe,
especially as latency increases indicating that
hallucination is a critical issue in SiMT. Currently,
most prior works concentrate on how to enhance
model performance for SiMT (Ma et al., 2019,
2020; Zheng et al., 2020; Zhang and Feng, 2022a,b;
Guo et al., 2022; Zhang and Feng, 2022c), however,
only a few of them measure the hallucination
phenomenon (Chen et al., 2021; Deng et al., 2022;
Liu et al., 2023). To our best knowledge, there
are no researches which systematically analyze
hallucination in SiMT.

Therefore, we conduct a comprehensive analysis
of hallucinations in SiMT. Initially, we seek to
empirically analyze these hallucination words from

*Corresponding authors
1Code is available at https://github.com/zhongmz/

SiMT-Hallucination

the perspective of their distribution. We collect all
hallucination words together and understand their
frequency distribution, and we find that these words
are randomly distributed with a high entropy: their
entropy is almost as high as that for all target words.
In addition, to delve into the contextual aspects of
hallucination (Xiao and Wang, 2021), we consider
their predictive distribution. We discover that their
uncertainty is significantly higher than that of non-
hallucination words. Furthermore, we find that the
SiMT model does not fit the training data well for
hallucination words due to the essence of SiMT
(i.e., the limited source context), which explains
why making correct predictions for hallucination
words is difficult.

Intuitively, since a SiMT model is defined
on top of a limited source context, this may
indirectly cause the model to focus more on
the target context and lead to the emergence of
hallucination words. To verify this intuition, we
propose to analyze the usage of the target context
for hallucination words for SiMT. Specifically,
following Li et al. (2019); Miao et al. (2021);
Fernandes et al. (2021); Voita et al. (2021); Yu
et al. (2023); Guerreiro et al. (2023), we firstly
employ a metric to measure how much target-
context information is used by SiMT with respect
to the source-context information. With the
help of this metric, we find that hallucination is
indeed significantly more severe when the SiMT
model focuses more on target-side information.
Drawing upon this, we reduce the over-target-
reliance effects by introducing noise into the
target-side context. Experimental results show
that the proposed method achieves some modest
improvements in terms of BLEU and hallucination
effect when the latency is relatively small. This
discovery gives us some inspiration: more flexible
control over the use of target-side information may
be a promising approach to alleviate the issue of
hallucination.
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Our key contributions are as follows:

• We study hallucination words from frequency
and predictive distributions and observe that
the frequency distribution of hallucination
words is with high entropy and hallucination
words are difficult to be memorized by the
predictive distribution during training.

• We analyze hallucination words according to
the usage of (limited) source context. We
find that hallucination words make use of
more target-context information than source-
context information, and it is possible to
alleviate hallucination by decreasing the usage
of the target context.

2 Experimental Settings

Our analysis is based on the most widely used
SiMT models and datasets. This section introduces
these models and datasets as follows.

SiMT Models and Datasets. SiMT models
translate by reading partial source sentences. Ma
et al. (2019) proposed widely used Wait-k models
for SiMT. It involves reading k words initially
and then iteratively generating each word until the
end of the sentence. We conducted experiments
on it. We use two standard benchmarks from
IWSLT14 De↔En (Cettolo et al., 2013) and MuST-
C Release V2.0 Zh→En (Cattoni et al., 2021)
to conduct experiments. Appendix A provides
detailed settings. Due to space limitation, we only
present the experimental results for the De→En
benchmark. The results for Zh→En and En→De
are similar, as shown in Appendix D and C.

Hallucination Metric. In SiMT, Chen et al.
(2021) pioneers the definition of Hallucination
Metrics based on word alignment a. A target word
ŷt, is a hallucination if there is no alignment to any
source word xj . This is formally represented as:

H(t, a) = 1 [{(i, t) ∈ a} = ∅] . (1)

Conversely, a target word ŷt, is not a hallucination
if there is alignment to any source word xj .

The Hallucination Rate (HR) is defined as
following:

HR(x, ŷ, a) =
1

|ŷ|

|ŷ|∑

t=1

H(t, a). (2)

Deng et al. (2022) propose GHall to measure
hallucination in Wait-k. Formally, a word is a

k 1 3 5 7 9 ∞
HR % 31.28 22.57 18.58 16.41 15.21 11.50

Table 1: HR on valid set of wait-k, where k = ∞ means
Full-sentence MT.
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Figure 1: Word frequency of Hallucination and Overall
on valid hypotheses set of wait-1 (x-axis is ordered
randomly, with additional k results in Appendix B.1).

hallucination if it does not align with the current
source:

Hwait−k(t, a) = 1[{(s, t) ∈ a | s ≥ t+ k} = ∅].
(3)

The definition of HR remains consistent with Chen
et al. (2021). We utilize GHall metrics to conduct
experiments. We use Awesome-align (Dou and
Neubig, 2021) as the word aligner a.

3 Understanding Hallucination Words
from Distribution

Hallucination is severe in SiMT. We measure
HR of Wait-k models, illustrated in Table 11.
We obtain that Wait-k models suffer more from
hallucinations than Full-sentence MT. Furthermore,
with k decreasing, hallucinations increase clearly.
This shows that hallucination is an important issue
and it is worth the in-depth study.

3.1 Understanding Hallucination from
Frequency Distribution

Hallucination words are with high distribution
entropy. To investigate hallucination words in
Wait-k, we compare frequency distributions of
hallucination and overall words. Figure 1 and
Table 2 illustrate that their distributions are
remarkably similar and both exhibit high entropy.
It suggests that understanding hallucination from
high distribution entropy is challenging.
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k 1 3 5 7 9

Hallucination 7.82 8.22 8.19 8.10 8.07
Overall 8.70 8.97 9.00 9.01 9.02

Table 2: Word frequency distribution entropy of
Hallucination and Overall on the valid set of wait-k.

Wait-k

Valid set Training subset

Uncertainty Confidence Uncertainty Confidence

H NH H NH H NH H NH

k=1 3.53 2.35 0.40 0.61 3.47 2.13 0.41 0.65
k=3 3.00 2.04 0.48 0.66 2.98 1.90 0.49 0.69
k=5 2.81 1.97 0.52 0.67 2.76 1.90 0.52 0.69
k=7 2.55 1.89 0.55 0.69 2.48 1.81 0.57 0.70
k=9 2.48 1.92 0.57 0.68 2.42 1.96 0.58 0.69

Table 3: The Uncertainty and Confidence of Hallucina-
tion (H) and Non-Hallucination (NH) on the valid set
and training subset of wait-k models.

3.2 Understanding Hallucination from
Predictive Distribution

We investigate Confidence and Uncertainty of the
predictive distribution. We define the Confidence
of a word as its probability and the Uncertainty of
a word as the entropy of its predictive distribution.

Hallucination words are difficult to translate.
To explore the difficulty of translating hallucination
and non-hallucination words, we calculate the
average confidence and uncertainty on the valid set.
The results in the left of Table 3 reveal that during
decoding hallucination words, the models exhibit
higher uncertainty. Additionally, the confidence is
lower. It suggests that models encounter challenges
in accurately translating hallucination words.

Hallucination words are difficult to memorize.
To investigate the reasons behind the difficulty
in translating hallucination words, we measure
confidence and uncertainty for hallucination and
non-hallucination words on the training data. We
sample examples from the training data as a
training subset with the same size as the valid set.
The results in the right of Table 3 illustrate that even
in previously encountered contexts, models remain
uncertain when dealing with hallucination words.
These findings suggest that models do not fit well
with hallucination words during training, leading
to a limited ability to generalize to similar contexts
on the valid set. Consequently, the difficulty in
translating hallucination words can be attributed
to challenges in memorization during the training.
Additionally, we observe that as k increases, the

uncertainty decreases significantly. It can be
attributed to the model encountering source-side
context more, enabling a improved memorization.

4 Analysis of Target Context Usage for
Hallucination Words

To verify the hypothesis that using more on
target-side context leads to the emergence of
hallucination, we propose to analyze the usage of
target-side context.

Measure on Target-side Context Usage. To
explicitly measure Target Context Usage, we
adapt an interpretive approach that evaluates the
relevance of both target and source words. It
involves deactivating connections between the
corresponding words and the network. We compute
the relevance between the words in the source
or target and the next word to be generated
and determine the maximum absolute relevance
as source or target relevance. It allows us to
calculate the Target-Side Relevance to Source-Side
Relevance ’s Ratio (TSSR).

To begin with, we assess the relevance of target-
side words and source-side words to the next word
to be generated. This evaluation is conducted by
selectively deactivating the connection between
xj or yj and the encoder or decoder network in
a deterministic manner, following the approach
described in Li et al. (2019). More formally,
the relevance R(yi, xj) or R(yi, yj) in Wait-k is
directly determined through the dropout effect on
xj or yj , as outlined below:

R (yi, xj) = P (yi | y<i,x≤i+k−1)

− P
(
yi | y<i, x≤i+k−1,(j,0)

)
. (4)

R (yi, yj) = P (yi | y<i,x≤i+k−1)

− P
(
yi | y<i,(j,0), x≤i+k−1

)
. (5)

The relevance of the source-side and target-side
is determined by selecting the maximum absolute
value of the word’s relevance on the current source-
side and the current target-side. Formally, this can
be expressed as:

R (yi)source−side = max{|R (yi, xj)|}. (6)

R (yi)target−side = max{|R (yi, yj)|}. (7)
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Figure 2: HR on the valid set in different TSSR intervals
of wait-k models.

Finally, the ratio of target-side relevance to
source-side relevance(TSSR) is calculated. A
larger TSSR indicates a higher usage of target-side
context in generating the next word yi.

TSSR (yi) =
R (yi)target−side

R (yi)source−side

. (8)

Our final algorithm, referred to as Algorithm 1, is
presented.

Algorithm 1 Compute TSSR

Input: model, hypotheses sentence, source
sentence, k
Output: TSSR
for i in hypotheses sentence length do

if j < i then
Compute the relevance of next word yi

and yj according to 5
end if

end for
for i in source sentence length do

if j ≤ i+ k − 1 then
Compute the relevance of next word yi

and xj according to 4
end if

end for
Compute Target-Side Relevance according to 7
Compute Source-Side Relevance according to 6
Compute TSSR according to 8

TSSR is categorized into 10 intervals from 0 to
INF, indicating the degree of Target Context Usage.

4.1 The Relationship between Hallucination
and Target-side Context Usage

Using more target context leads to more
severe hallucination. Initially, we analyze the
relationship between a word’s usage of the
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Figure 3: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for wait-
1 model.

target-side context and its likelihood of being a
hallucination. Building upon this, we explore the
HR across different TSSR intervals, as depicted in
Figure 2. Our findings demonstrate that in high
TSSR intervals, HR is higher compared to low
TSSR intervals. It indicates that a word using more
target context is more likely to be a hallucination.

Further analysis revealed that when comparing
different Wait- values, there is a more pronounced
increase in HR from low TSSR intervals to high
TSSR intervals as k decreases, as depicted in Figure
2. This means that there maybe an increased
likelihood of hallucinations occurring in words that
are utilized with limited source-side context

Hallucination words use more target context
than Non-Hallucination words. The afore-
mentioned analysis motivates us to investigate
whether hallucination words indeed exhibit a
higher usage of target-side context than non-
hallucination words. To explore this, we analyze
the TSSR distributions of hallucination and non-
hallucination word frequencies. Figure 3(a) reveals
that hallucination words are concentrated on high
TSSR intervals. This means the model tends to
use more target-side context for the generation of
a hallucination word. Furthermore, we observed
that the word frequency rate of non-hallucination
words is higher in the 0.8 ~1.2 TSSR range, also
illustrated in Figure 3(a). Therefore, we propose
that the model utilizes source-side context and
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Figure 4: Word Frequency Rate Change (∆) in
different TSSR intervals with scheduled sampling
training compared to the Baselines.

k=1 k=3 k=5 k=7 k=9

Baselines BLEU ↑ 19.69 26.76 29.61 31.10 32.03
HR % ↓ 31.28 22.57 18.58 16.41 15.21

Scheduled- BLEU ↑ 20.53 27.32 30.23 31.73 32.34
Sampling HR % ↓ 30.85 21.62 17.84 15.16 13.84

Table 4: BLEU scores and HR of wait-k models.

target-side context similarly during the generation
of non-hallucination words. To further validate our
claims of above analysis, we sample 100 sentences
from the translation results of Zh-En using wait-
1 decoding for human alignment annotation. We
then conduct experiments similar to Figure 3(a).
The results as shown in Figure 3(b) are consistent
with the conclusions drawn in automatic alignment
annotation.

4.2 Increasing Source-side Context Usage via
Reducing Target-side Context Usage

Observing the association between hallucination
and usage of target-side context, we posit that
reducing this reliance might be a viable approach
to mitigate the hallucination in SiMT. Inspired
by (Bengio et al., 2015; Zhang et al., 2019), we
adopt the scheduled sampling training to guide
the models to pay more attention on the source-
side context by adding noise to the target-side
context. Specifically, we randomly replace the
ground truth tokens with predicted ones using a
decaying probability. The results shown in Figure 4
indicate a decrease in target-context usage and
an increase in source-context usage. Scheduled
sampling training exhibits improvements in BLEU
scores and reductions in HR as presented in
Table 4. It successfully reduces hallucination words
using more target-side context, but also indirectly
increases hallucination words using more source-
side context, as shown in Figure 5. Therefore, a
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Figure 5: Hallucination Frequency Change (∆) in
different TSSR intervals with scheduled sampling
training compared to the Baselines.

better method to flexibly handle the usage between
target-side and source-side context is required.

5 Related Work

In NMT, previous works have delved into the phe-
nomenon of hallucinations(Lee et al., 2018; Müller
et al., 2020; Wang and Sennrich, 2020; Raunak
et al., 2021b; Zhou et al., 2021). Specifically, Voita
et al. (2021) assessed the relative contributions of
source and target context to predictions. Weng
et al. (2020); Miao et al. (2021) argued that an
important reason for hallucination is the model’s
excessive attention to partial translations in NMT.
Furthermore, Guerreiro et al. (2023) conducted a
comprehensive study of hallucinations in NMT.
Differing from these works focusing on NMT,
this paper conducts a comprehensive analysis of
hallucination in SiMT.

6 Conclusions

This paper conducts the first comprehensive
analysis of hallucinations in SiMT from two
perspectives: understanding the hallucination
words from both frequency and predictive dis-
tributions and their effects on the usage of
target-context information. Intensive Experiments
demonstrate some valuable findings: 1) the
frequency distribution of hallucination words is
with high entropy and their predictive distribution
is with high uncertainty due to the difficulty in
memorizing hallucination words during training. 2)
hallucination words make use of more target-side
context than source-side context, and it is possible
to alleviate hallucination by decreasing the usage
of target-side context.
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Limitations

We highlight four main limitations of our work.
Firstly, instead of focusing on more recent

adaptive policy, our analysis focuses on the
hallucinations in the Wait-k Policy (Ma et al.,
2019), which is the most widely used fixed policy
in SiMT to ensure a simple and familiar setup that
is easy to reproduce and generalize.

Secondly, although we propose a simple
methods to control the usage of target information,
attempting to mitigate the hallucination in SiMT,
we only achieve limited improvement. In the
future, we will explore more flexible and robust
approaches for controlling target context usage to
better mitigate the hallucination and achieve greater
performance.

A further limitation of our study is that we
exclusively analyze hallucinations as defined
in Section 2, without considering detached
hallucinations. This omission arises from the
absence of established and reliable automated
evaluation methods for detecting such detached
hallucinated words.

Moreover, our study is constrained by its reliance
on aligner tools, potentially introducing alignment
biases. Therefore, when applying our approach
to datasets with lower alignment accuracy, careful
consideration is warranted regarding the necessity
for additional validation and adjustment.
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A Detailed Experimental Settings

On IWSLT’14 De↔En, we train on 160K pairs,
develop on 7K held out pairs.All data is tokenized
and lower-cased and we segment sequences using
byte pair encoding (Sennrich et al., 2016) with 10K
merge operations. The resulting vocabularies are
of 8.8K and 6.6K types in German and English
respectively.

On MuST-C Release V2.0 Zh→En2, we train
on 358,853 pairs, develop on 1,349 pairs. Jieba3

are employed for Chinese word segmentation. All

2https://ict.fbk.eu/must-c-release-v2-0/
3https://github.com/fxsjy/jieba

data is tokenized by SentencePiece resulting in 32k
word vocabularies in Chinese and English.

Following Elbayad et al. (2020) and Zhang
and Feng (2021), We train Transformer Small on
IWSLT14 De→En. We train Transformer Base on
MuST-C Release V2.0 Zh→En.

B Experimental Results on IWSLT14 En
→ De Dataset

B.1 Results of Word Frequency Distribution
on IWSLT14 De→En Dataset
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Figure 6: Word frequency of Hallucination and Overall
on IWSLT14 De→En valid hypotheses set of wait-1.
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Figure 7: Word frequency of Hallucination and Overall
on IWSLT14 De→En valid hypotheses set of wait-3.
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Figure 8: Word frequency of Hallucination and Overall
on IWSLT14 De→En valid hypotheses set of wait-5.

737

https://aclanthology.org/2022.emnlp-main.65
https://aclanthology.org/2022.emnlp-main.65
https://doi.org/10.18653/v1/2022.acl-long.176
https://doi.org/10.18653/v1/2022.acl-long.176
https://doi.org/10.18653/v1/2022.acl-long.176
https://doi.org/10.18653/v1/2022.acl-long.467
https://doi.org/10.18653/v1/2022.acl-long.467
https://doi.org/10.18653/v1/2022.acl-long.467
https://doi.org/10.18653/v1/P19-1426
https://doi.org/10.18653/v1/P19-1426
https://doi.org/10.18653/v1/2020.acl-main.254
https://doi.org/10.18653/v1/2020.acl-main.254
https://doi.org/10.18653/v1/2021.findings-acl.120
https://doi.org/10.18653/v1/2021.findings-acl.120
https://ict.fbk.eu/must-c-release-v2-0/
https://github.com/fxsjy/jieba


Word
0

40

80

120

W
or

d 
Fr

eq
ue

nc
y

Hallucination
Overall

Figure 9: Word frequency of Hallucination and Overall
on IWSLT14 De→En valid hypotheses set of wait-7.
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Figure 10: Word frequency of Hallucination and Overall
on IWSLT14 De→En valid hypotheses set of wait-9.

B.2 Results of Word Frequency Rate in TSSR
on IWSLT14 De→En Dataset
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Figure 11: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-1 model.
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Figure 12: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-1 model with WSPAlign Annotation (?).
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Figure 13: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-3 model.
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Figure 14: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-5 model.
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Figure 15: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-7 model.
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Figure 16: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for wait-
9 model.
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C Experimental Results on IWSLT14
En→De Dataset
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Figure 17: HR on the valid set in different TSSR
intervals of wait-k models.
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Figure 18: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-1 model.
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Figure 19: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-3 model.
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Figure 20: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-5 model.
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Figure 21: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-7 model.
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Figure 22: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for wait-
9 model.

k=1 k=3 k=5 k=7 k=9

Baselines BLEU ↑ 15.75 22.03 24.99 26.22 26.60
HR % ↓ 27.46 19.73 16.72 16.24 15.93

Scheduled- BLEU ↑ 16.83 22.78 25.80 26.98 27.41
Sampling HR % ↓ 26.19 18.58 15.66 14.96 14.81

Table 5: BLEU scores and HR of wait-k models.
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Figure 23: Word Frequency Rate Change (∆) in
different TSSR intervals with scheduled sampling
training compared to the Baselines.
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Figure 24: Hallucination Frequency Change (∆) in
different TSSR intervals with scheduled sampling
training compared to the Baselines.

D Experimental Results on MuST-C
Zh→En Dataset

k 1 3 5 7 9 ∞
HR % 33.96 25.31 23.22 21.84 20.73 19.43

Table 6: HR on MuST-C Zh→En valid set of wait-k,
where k = ∞ means Full-sentence MT.
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Figure 25: Word frequency of Hallucination and Overall
on valid hypotheses set of wait-1.
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Figure 26: Word frequency of Hallucination and Overall
on valid hypotheses set of wait-3.
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Figure 27: Word frequency of Hallucination and Overall
on valid hypotheses set of wait-5.
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Figure 28: Word frequency of Hallucination and Overall
on valid hypotheses set of wait-7.
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Figure 29: Word frequency of Hallucination and Overall
on valid hypotheses set of wait-9.

k 1 3 5 7 9

Hallucination 6.57 6.52 6.35 6.29 6.23
Overall 8.23 8.44 8.49 8.53 8.52

Table 7: Word frequency distribution entropy of
Hallucination and Overall on MuST-C Zh→En valid
hypotheses set of wait-k.

Train Ref Valid Ref Valid Hypo

Train Ref 1.00 0.25 0.18
Valid Ref 0.25 1.00 0.54
Valid Hypo 0.18 0.54 1.00

Table 8: The correlation between the HR of words on the
Valid Hypotheses (Valid Hypo), Valid Reference (Valid
Ref) and Train Reference (Train Ref) of Hwait−1(t, a).

Wait-k

Valid set Training subset

Uncertainty Confidence Uncertainty Confidence

H NH H NH H NH H NH

k=1 3.23 2.70 0.44 0.54 3.27 2.34 0.44 0.60
k=3 3.00 2.43 0.49 0.58 2.91 2.14 0.50 0.63
k=5 2.67 2.33 0.53 0.60 2.59 2.00 0.55 0.65
k=7 2.64 2.32 0.54 0.60 2.50 2.00 0.56 0.65
k=9 2.60 2.29 0.55 0.60 2.44 2.00 0.57 0.65

Table 9: The Uncertainty and Confidence of Hallucina-
tion (H) and Non-Hallucination (NH) on the valid set
and training subset of wait-k models.
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Figure 30: HR on the valid set in different TSSR
intervals of wait-k models.
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Figure 31: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-1 model.
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Figure 32: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-3 model.
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Figure 33: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-5 model.
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Figure 34: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for the
wait-7 model.
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Figure 35: Word Frequency Rate of Hallucination and
Non-Hallucination in different TSSR intervals for wait-
9 model.
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Figure 36: Word Frequency Rate Change (∆) in
different TSSR intervals with scheduled sampling
training compared to the Baselines.
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Figure 37: Hallucination Frequency Change (∆) in
different TSSR intervals with scheduled sampling
training compared to the Baselines.
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k=1 k=3 k=5 k=7 k=9

Baselines BLEU ↑ 12.33 15.39 16.26 16.66 16.66
HR % ↓ 33.96 25.31 23.22 21.84 20.73

Scheduled- BLEU ↑ 12.42 15.51 16.43 16.61 17.03
Sampling HR % ↓ 33.69 25.29 22.68 21.61 23.50

Table 10: BLEU scores and HR of wait-k models.

E Examples of Hallucinations

ér bù shì jiān xı̄n de sùi yuè
Source
Input 而 不是 艰辛 的 岁月

and not hard time

Output And not hard work .

Figure 38: Translation examples of hallucination words
as defined in Section 2 under the wait-1 policy. Words
highlighted in red indicate hallucinations.

tōng guò hé gōng sı̄ de hé zuò
Source
Input 通过 和 公司 的 合作 ...

by with company ’s working ...

Output And by working with the company ...

Figure 39: Translation examples of hallucination
words as defined in Section 2 under the wait-1 policy.
Words highlighted in red indicate hallucinations. when
decoding the word “working”, the source-side context
is “通过和公司” and this context lacks the semantic
information of “working”, as it does not include the
aligned word “working” in the current source-side
context. Consequently, “working” can be identified
as one of the hallucinated words in this output.

xiǎn rán qí zhōng zhı̄ yı̄ de gǎn shòu bı̌ lìng yı̄ gè hái chà
Source
Input 显然 其中 之一 的 感受 比 另 一个 还 差 。

Obviously Among them One of of feelings than another one still worse .

Output Obviously , one of them feels more different than the other .

Figure 40: Translation examples of hallucination words
as defined in Section 2 under the wait-1 policy.

nà lı̌ de rén xū yào zhè xiē
Source
Input 那里 的 人 需要 这些 ，

there people need these ,

Output There ’s a lot of people out there who need it ,

Figure 41: Translation examples of hallucination words
as defined in Section 2 under the wait-1 policy.

F Alignment Error Rate of
Awesome-Align

Alignment Error Rate 7.30 %
Precision 0.950

Recall 0.885

Table 11: The alignment error rate, precision, and recall
of hallucination detection using Awesome-align, with
human annotations as the ground truth.

We report the alignment error rate as well as
the precision and recall of hallucination detection
using Awesome-align. Based on the precision and
recall results, we believe that the automatic word
alignment is suitable for detecting hallucinated
words.
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