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Abstract

The incorporation of Denoising Diffusion Mod-
els (DDMs) in the Text-to-Speech (TTS) do-
main is rising, providing great value in syn-
thesizing high quality speech. Although they
exhibit impressive audio quality, the extent of
their semantic capabilities is unknown, and con-
trolling their synthesized speech’s vocal prop-
erties remains a challenge. Inspired by recent
advances in image synthesis, we explore the la-
tent space of frozen TTS models, which is com-
posed of the latent bottleneck activations of the
DDM’s denoiser. We identify that this space
contains rich semantic information, and outline
several novel methods for finding semantic di-
rections within it, both supervised and unsuper-
vised. We then demonstrate how these enable
off-the-shelf audio editing, without any further
training, architectural changes or data require-
ments. We present evidence of the semantic
and acoustic qualities of the edited audio, and
provide supplemental samples: https://latent-
analysis-grad-tts.github.io/speech-samples/.

1 Introduction

Denoising Diffusion Models (DDMs) (Sohl-
Dickstein et al., 2015) have emerged as a powerful
generative tool across a broad variety of tasks and
domains. In particular, Text-to-Speech (TTS) sys-
tems based on diffusion have shown high-quality
speech generation capabilities (Huang et al., 2022b;
Shen et al., 2023). Although these exhibit improved
quality, the extent to which they capture semantic
information is yet to be uncovered, and the abil-
ity to control the vocal properties (e.g. volume,
pitch, gender) of their generated speech is limited.
Uncovering the semantic capabilities of TTS dif-
fusion models will allow editing the properties of
synthesized speech, which is essential in real-world
applications, such as human-machine interaction.

"Equal contribution

Diffusion-based TTS methods, such as WaveG-
rad and Diff-Wave, condition the generation pro-
cess on mel-spectogram input (Chen et al., 2020;
Kong et al., 2020b). More recent advances such
as Diff-TTS, WaveGrad2, and Grad-TTS condition
the generation process on textual input (Jeong et al.,
2021; Chen et al., 2021; Popov et al., 2021), and
works like Diff GAN-TTS, FastDiff and ProDiff
(Liu et al., 2022; Huang et al., 2022a,b) prioritize
generation efficiency and expressiveness.

Beyond efficiency, researchers have explored
DDMs for controllable and expressive TTS.
PromptTTS (Guo et al., 2023b) and Natural-
Speech 2 (Shen et al., 2023) employ text prompts
and speech prompts, respectively, to control speech
style and content. In both methods, the conditional
denoiser must undergo a specialized training pro-
cess. Other methods for controlling the vocal char-
acteristics require large quantities of annotated sam-
ples (Guo et al., 2023a) or retraining (Kim et al.,
2022). We propose a speech editing method that
requires no additional data or training and can be
applied to any frozen diffusion-based TTS model
that incorporates a bottleneck.

In the image synthesis domain, Kwon et al.
(2022) recently discovered a semantically mean-
ingful latent space, named h-space, providing ver-
satile semantic editing capabilities. This discovery
was further explored by Haas et al. (2023), who
proposed methods for identifying semantic direc-
tions. To the best of our knowledge, despite the
widespread adoption of diffusion models for TTS
in recent years, the existence of a hidden semantic
space has not been examined in the speech syn-
thesis domain. This raises intriguing questions
regarding the possibility of facilitating latent space
arithmetics for audio editing.

In this work we investigate the existence of a
semantic space within diffusion-based TTS sys-
tems. We study the properties of A-space in pre-
trained TTS models and uncover its acoustically-
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semantic characteristics. Then, we propose novel
methods for semantic speech editing through both
supervised and unsupervised latent space arith-
metics, inspired by Haas et al. (2023) and adapted
to the speech synthesis domain for the first time.
Our work offers intuitive and efficient audio edit-
ing techniques that require neither classifier guid-
ance (Guo et al., 2023a), model retraining (Kim
et al., 2022), optimization, speech prompts nor any
architecture modifications. To validate our meth-
ods, we present extensive experiments that demon-
strate effective and high-quality edited speech syn-
thesis.

2 Methods
2.1 Denoising Diffusion Models

DDMs generate realistic data by iteratively remov-
ing noise, and are applicable to various modalities
like images, audio, and text (Ho et al., 2020). Ini-
tially formulated as Markov chains, DDMs can
be unified under stochastic differential equations
(SDEs) (Song et al., 2020) and adapted for TTS
(Popov et al., 2021). DDMs consist of two pro-
cesses: forward diffusion and reverse diffusion.
The forward process transforms any data distribu-
tion to a Gaussian N (p, X) via an SDE. The re-
verse diffusion process is defined by another SDE:

dx; = % (E_l(u —x¢) — s(x¢)) dt + V Brdw,
where w; is a Brownian motion, 3 is a predefined
noise schedule, and s(x;) = Vlogp:(x;) is the
score function of the probability density function
pt of x¢. The reverse process is typically solved
via the Euler-Maruyama scheme (Kloeden et al.,
1992), discretizing the time interval [0, 1] into T’
time-steps. By training a denoising neural network
s¥(x¢) ~ s(x;) to estimate the true score function,
we can sample from the target data distribution.
Within TTS systems, DDMs are utilized as acoustic

models, vocoders, or as end-to-end solutions.

2.2 Semantic Audio Editing via Latent Space
Manipulation

We aim to discover a semantic latent space within
frozen diffusion-based TTS models.We build upon
the work of Kwon et al. (2022) who introduced
a semantic latent space in image diffusion mod-
els. Leveraging the standard implementation of
the denoising network, s?(-), as a U-Net architec-
ture (Ronneberger et al., 2015) in state-of-the-art
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Figure 1: The h-space of a diffusion model is defined
as the concatenation of the bottleneck activations of the
U-Net architecture.

models, Kwon et al. (2022) examined the deepest
feature maps, residing at the bottleneck of the net-
work (visualized in Figure 1). These features are
subsequently concatenated across all 7" time-steps
to construct the following latent code:

h £ hy.; = concat(hp,hy_y,...,hy) (1)

This approach yields the z-space: a latent space ex-
hibiting favorable properties for versatile semantic
editing and quality enhancement of images (Kwon
et al., 2022; Haas et al., 2023).

We adapt the concept of h-space to the domain
of TTS, demonstrating it encapsulates semantic in-
formation and performing semantic editing of syn-
thesized speech through simple latent space arith-
metics. Specifically, given a speech sample whose
features are h £ hyp.; and a direction v £ vyp.q,
associated with desired acoustic attributes, we pro-
pose the following editing process:

hedit & h%cfif =hpri+ AV 2

where A controls edit intensity, and both addition
and scaling are element-wise. Replacing the latent
code h with h°®* during the generation process
embodies the synthesized speech with the acoustic
attributes related to the chosen editing direction.
Having established the editing framework, we
next derive editing directions via the following (il-
lustrated in Figure 2):
Supervised Approach. Given a pre-trained TTS
model and a specific text prompt, we gener-
ate m paired samples {(x&) , X(_/,C))}ZL:1 character-
ized by the presence or absence of a desired at-
tribute. Denoting their matching latent codes by
{(h?;c , h@))}?zl, we define a semantic direction
towards this attribute as

m
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Figure 2: We propose a simple yet effective semantic audio-editing method. A latent semantic direction is defined
either in a supervised or an unsupervised manner, and the corresponding speech attribute is edited by applying that
direction to the latent space during the generation process of a new speech sample. The method is demonstrated

with the male-to-female editing direction.

Unsupervised Approach. For a given text in-
put, we generate speech samples and extract their
bottleneck features {h( Dn , for each time-step
t € [1,T]. Applying PCA per time-step, we define
the editing direction v(?) as a concatenation of the
jth principal components across time-steps. Sur-
prisingly, the main principle components display
clear semantic attributes as gender and intensity.
The above framework unlocks semantic editing in
diffusion-based TTS models, facilitating expressive
and diverse speech synthesis.

3 Experimental Results

3.1 Implementation Details

For demonstration, we use Grad-TTS (Popov
et al., 2021), a recently published publicly avail-
able diffusion-based TTS model, trained on Lib-
riTTS (Zen et al., 2019). However, our method can
also be applied to any other unguided diffusion-
based TTS model that contains a bottleneck. Grad-
TTS takes a text and a speaker embedding as input,
and generates a clean mel-spectogram through a U-
Net-based denoiser. We use 10 diffusion timesteps
for mel-spectogram generation, as suggested by
Grad-TTS authors, followed by the Universal Hi-
fiGan vocoder (Kong et al., 2020a) for waveform
generation.

3.2 Supervised Latent Space Editing

We begin our analysis by exploring the semantic-
capturing capabilities of A-space using the per-
speaker gender annotations available for LibriTTS.
Capturing the latent code during all timesteps of
the generation process and following Equation 3,

we calculate the male-to-female latent direction,
and utilize it for audio editing as outlined in Equa-
tion 2. As the latent vectors’ lengths vary with
the input texts, editing direction is defined per text.
For a comparable baseline, we use another, sim-
pler, approach for gender-editing: manipulating the
speaker embedding, which is provided to the model
as an input. We calculate the male-to-female direc-
tion in the speaker embedding space in a similar
manner by averaging the differences of speaker em-
beddings between pairs of male and female speak-
ers. The input speaker embedding is modified by
adding this direction with different scales (A). We
provide supplemental samples, demonstrating the
suggested audio editing methods: https://latent-
analysis-grad-tts.github.io/speech-samples/.

Semantic properties evaluation. We fine-tuned
a speech gender classifier (Bhamidipati, 2023) on
Grad-TTS outputs, acknowledging the different
quality of synthesized speech compared to human-
recorded samples. Then, we applied gender editing
via both latent space and speaker embedding edit-
ing using varying A values, across the first 50 texts
of the LibriTTS test set and all 247 speakers. In
Figure 3 we report the fraction of samples classified
as female for each A value, averaged across input
male and female speakers separately. Latent space
editing exhibits a monotonic behavior with more
samples classified as female as A increases. On the
contrary, speaker embedding editing fails to trans-
form male voices to female ones, and when A > 3
even originally female voices are not classified as
such.

Additionally, 10 human evaluators classified
speech samples as male or female. Analyzing sam-
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Figure 3: Supervised latent space editing allows gender
manipulation, while speaker embedding editing does
not. The percentage of samples classified as female
is reported separately for male and female input spak-
ers, averaged across 50 texts and all speakers (standard
deviation, STD, is shaded).

Method Gender acc. 1 MOS 1

Grad-TTS 0.82+0.14 3.95+0.15
Speaker Editing [ 0.76£0.24 ;3.19+0.17
Latent Editing 0.94+0.07 '3.594+0.24

#%% p-value < 0.001

Table 1: Supervised latent space editing generates intel-
ligible samples where the perceived speaker’s gender is
correctly classified, while speaker embedding editing
does not. Average gender accuracy and MOS (mean +
STD) are reported. Latent-editing results compared to
speaker-editing results are statistically significant (using
Wilcoxon (1945) rank sum test).

ples from 20 different speakers, we compared the
unedited Grad-TTS outputs to the gender-edited
samples. For an effective gender alteration as
shown in Figure 3, we used A = 2 and —2 for
male-to-female and female-to-male editing, respec-
tively. Table 1 presents the accuracy of predicting
the expected gender (original gender for original
samples, and contrasting gender for edited sam-
ples). Comparing to speaker editing, latent space
editing achieves a classification accuracy that is
higher by 24%, with statistical significance (p-
value < 0.001).

Acoustic properties evaluation. To assess the
perceived naturalness of the generated speech we
measure the Mean Opinion Score (MOS), as quan-
tified by 10 experienced evaluators on a scale of 1
to 5, across the same set of samples reported before.
Table 1 shows that the perceived naturalness of la-
tent space editing, compared to speaker editing, is
higher by 12%, a statistically significant difference
(p-value < 0.001). This, combined with the supe-
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Figure 4: Absolute values of the Spearman correlation
between the latent space PC-projections and the vocal
attributes of the generated speech. We report mean and
STD across all speakers, timesteps, and 50 texts.

rior perceived gender editing quality, reinforces the
latent space’s capability to encapsulate non-trivial
semantic information.

3.3 Unsupervised Latent Space Editing

Next, we investigate semantically meaningful di-
rections in A-space without prior annotations. First,
we generated speech samples for the first 50 test
texts of LibriTTS and across all 247 speakers, and
recorded the latent vectors hy.;. Then, following
the unsupervised process defined in Section 2.2,
PCA of the latent space was performed for each
text across all samples, calculating the first 3 prin-
cipal components (PCs). As vocal attributes, for
each speech sample we extracted its speaker’s gen-
der from the metadata, and measured its intensity,
Harmonics-to-Noise Ratio (HNR), and pitch us-
ing the Parselmouth Python package (Jadoul et al.,
2018).

The latent vectors of each sample were pro-
jected onto each PC. Next, we calculated the ab-
solute value Spearman correlation between each
vocal attribute and PC-projection vector, averaging
across texts and timesteps. As Figure 4 shows, PC1
strongly correlates (p = 0.9 4= 0.0) with speaker’s
gender (also see Figure 6 in Appendix A), while
PC2 correlates (p = 0.6 4= 0.1) with intensity and
HNR. Other PCs and vocal attributes show no sig-
nificant correlation and neither did random projec-
tions in the latent space (see Figure 8 in Appendix
A).

Semantic properties evaluation. Using PCs as
editing directions in h-space, we explore speech
editing capabilities. Since the PCs are unitary vec-

249



* —e— Males
Females

-5.0
-3.0

Intensity
(2]
o

< e wn o
— - AN
|

3.0

N 1 1
o — o o
| | |

-3.0
>~ 0.0

(b) Latent editing along PC2

Figure 5: Interpolation along the semantic directions re-
vealed by PCA changes the vocal attributes accordingly.
The reported values are averaged over 50 texts and all
speakers. Shaded area is the STD.

Method Gender acc. 1 MOS 1

Grad-TTS *[ 0.82+0.14 3.95+0.15
PC1 Editing 0.88+0.14  3.86 +0.20
PC2 Editing 0.82+0.16 3.98+0.17

* p-value < 0.05

Table 2: Gender accuracy and MOS results (mean +
STD) for unsupervised latent space editing.

tors, the editing directions were normalized to the
norm of the latent vectors. Intriguingly, our exper-
iments indicate that decreasing the editing norm
at later timesteps improves acoustic quality. As
can be seen in Figure 5a, interpolation along PC1
exhibits a smooth transition between male and fe-
male voices. Simialrly, intensity and HNR decrease
when interpolating along PC2 (see Figure 5b). Im-
portantly, no gender-editing occurs when interpo-
lating along PC2 (see Figure 7 in Appendix A).

Additionally, we measured the accuracy of gen-
der classification as evaluated by human annotators
on the same 20 speakers. Following the analysis in
Figure 5, to ensure effective gender alteration, we
used A = 3 or —3 for originally male or originally
female speakers, respectively, while editing along
PC1. For PC2, A\ = —2 was used to maximize
HNR. PCl1-edited samples were successfully clas-
sified as the contrasting gender with an even higher
accuracy than un-edited ones (Table 2).

Acoustic properties evaluation. Using the
same setup, we assessed speech naturalness using
MOS. Table 2 compares the perceived naturalness
of samples with and without latent editing, pre-
senting similar scores between the groups. The
Wilcoxon rank sum test indicated no statistically
significant difference in the MOS between groups

(p-value > 0.05). Thus, we conclude that speech
editing through unsupervised latent space manipu-
lation does not compromise the acoustic quality.

4 Conclusions

In this paper, we identify the semantic properties
of the latent space of diffusion-based TTS mod-
els, referred to as h-space. We develop supervised
and unsupervised methods for finding interpretable
directions in that space, and provide empirical qual-
itative evidence for their semantic quality. More-
over, the proposed latent space editing methods
preserve and even enhance the acoustic quality of
the generated samples. This study presents evi-
dence regarding specific vocal attribute manipu-
lation, such as gender or intensity. However, the
presented method can be applied to any vocal at-
tribute present in the data.
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Limitations and Ethics

This study is subject to several limitations. We
demonstrated our analysis on the Grad-TTS model
(Popov et al., 2021) (trained on LibriTTS dataset
(Zen et al., 2019)), and used the Universal Hifi-
GAN (Kong et al., 2020a) for waveform generation.
These are all publicly available for our research pur-
poses. We do not develop novel TTS models from
scratch, and focus on analysing existing ones. Un-
der these settings, several limitations apply to our
analysis:

1. LibriTTS is an English-only dataset, hence
other languages are not supported by Grad-
TTS, and were not analyzed.

2. LibriTTS is an audio-book reading dataset,
and besides the speaker’s gender no vocal at-
tributes are provided. Therefore, we were
limited to use the speaker’s gender and the
statistical audio attributes that we measure di-
rectly from the waveform. Properties such as
emotion could not be analysed under these
settings. We only refer to "male" or "female"
voices to align with the original metadata.

3. Our method is general and can be applied
to any frozen unguided diffusion-based TTS
model that contains a bottleneck. However,
since we were limited to publicly available
models, we chose to focus on analysing the
Grad-TTS model.

4. The acoustic quality of generated samples is
bounded by the quality of the TTS system,
including the Grad-TTS spectogram denoiser
and the Universal HifiGAN vocoder quality.

5. The system cannot generate speech with a cus-
tom voice, as it does not take a voice-prompt
as input. Thus, our edited audios are lim-
ited to the given subspace of speaker voices.
This also points to the fact that our work does

not pose risks regarding deep-fake or identity
theft.
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A Additional Results

Further results supporting our main claims are pre-
sented in the following section.

An analysis of the PC1 and PC2 components of
all the male and female speakers from LibriTTS is
shown in Figure 6. It can be seen that PC1 provides
an excellent separation between male and female
voices. In contrast, PC2 does not provide such a
separation.

Figure 7 presents the interpolation across PC2
for different A values while monitoring the per-
ceived speaker’s gender. In line with expectations,
interpolating across this editing direction does not
affect the perceived speaker’s gender, and it re-
mains relatively unchanged. This is another indica-
tion of the disentanglement between the different
editing directions found in the latent space by using
our method.

A more detailed version of Figure 4 is presented
in Figure 8, with random latent space projections
and additional PC directions. As can be seen, only
PC1 and PC2 exhibit significant correlations with
the vocal attributes that were tested. Contrary to
PCs, random projections do not correlate with any
vocal attribute. This observation supports our claim
that the latent space is capturing unique semantic
properties.

Latent vector projection on PCs
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Figure 6: PC1 separates male from female speakers.
Shown are the projection of latent spaces of samples
generated with male and female speaker IDs onto PC1
and PC2.
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Figure 7: Interpolation along PC2 does not edit the
perceived speaker’s gender, indicating disentanglement
of editing directions.
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Figure 8: Principal components of latent space correlate with attributes of the generated audio. Shown are the mean
and STD of the absolute value Spearman correlation of the PCs of the latent space, vocal attributes of the generated
audios, and random projections of the latent space, averaged across all speakers, timesteps and 50 texts.
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B Human Annotators

B.1 Human Evaluation of Perceived
Speaker’s Gender

To evaluate the perceived speaker’s gender of gen-
erated samples, we used the Amazon Mechani-
cal Turk (MTurk) crowd-sourcing platform. The
MTurk workers we recruited and filtered had an
approval rate above 50% and were located in the
USA. The workers were instructed to classify the
gender of each sample (binary classification). Each
crowd worker was given the following instruction:
"You are given an audio sample generated from
a Text-To-Speech computer program. To the best
of your ability, please classify the gender of the
speaker in each audio sample. For better results,
wear headphones and work in a quiet environment".
We paid 0.02$ per Human Intelligence Task (HIT),
and each worker was paid 4$ on average.

B.2 Mean Opinion Score Evaluation

To evaluate the quality of the generated speech, we
utilized an internal annotation system. 34 expe-
rienced workers from the USA, who are native
English speakers, have been assigned to assess
the Mean Opinion Score (MOS) of the generated
speech. Each worker was paid 0.34$ per-task (an-
notating a 3-second audio file) and each worker was
paid an average of 518$ in total. The workers have
been instructed to rate each speech sample quality
based on the acceptable 5-point MOS score, Table
3 provides details regarding the scoring methodol-
ogy used.

Score Quality
5.0 Excellent (Completely defined)
ig Good (Mostly defined)
;8 Fair (Equally defined and undefined)
gg Poor (Mostly undefined)
}g Bad (Completely undefined)

Table 3: Mean Opinion Score (MOS) scoring schema.
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