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Abstract

Zero-shot text-to-speech (TTS) has gained sig-
nificant attention due to its powerful voice
cloning capabilities, requiring only a few
seconds of unseen speaker voice prompts.
However, all previous work has been devel-
oped for cloud-based systems. Taking au-
toregressive models as an example, although
these approaches achieve high-fidelity voice
cloning, they fall short in terms of inference
speed, model size, and robustness. There-
fore, we propose MobileSpeech, which is a
fast, lightweight, and robust zero-shot text-to-
speech system based on mobile devices for
the first time. Specifically: 1) leveraging dis-
crete codec, we design a parallel speech mask
decoder module called SMD, which incorpo-
rates hierarchical information from the speech
codec and weight mechanisms across differ-
ent codec layers during the generation process.
Moreover, to bridge the gap between text and
speech, we introduce a high-level probabilistic
mask that simulates the progression of infor-
mation flow from less to more during speech
generation. 2) For speaker prompts, we extract
fine-grained prompt duration from the prompt
speech and incorporate text, prompt speech by
cross attention in SMD. We demonstrate the
effectiveness of MobileSpeech on multilingual
datasets at different levels, achieving state-of-
the-art results in terms of generating speed and
speech quality. MobileSpeech achieves RTF
of 0.09 on a single A100 GPU and we have
successfully deployed MobileSpeech on mo-
bile devices. Audio samples are available at
https://mobilespeech.github.io/ .

1 Introduction

In recent years, remarkable progress has been made
in the development of text-to-speech (TTS) tech-
nology (Ren et al., 2019; Kim et al., 2021a; Huang
etal., 2022a; Li et al., 2023). With advancements in
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this field, current state-of-the-art TTS systems have
demonstrated the ability to generate high-quality
voices of unseen speakers while maintaining con-
sistency in tone and rhythm (Chen et al., 2021;
Casanova et al., 2022b). However, these systems
are often trained on datasets of only a few hundred
hours and often require fine-tuning with dozens of
sentences during the inference stage, which signifi-
cantly limits the generative capabilities of the mod-
els and is time-consuming and not user-friendly.
With the recent development of large-scale lan-
guage models (Brown et al., 2020; Touvron et al.,
2023) and the increase in training data for speech
synthesis from hundreds of hours (Zen et al., 2019)
to tens of thousands of hours (Kahn et al., 2020)
, current TTS models exhibit powerful zero-shot
capabilities, enabling the cloning of unseen speak-
ers’ voices in just a few seconds (Wang et al., 2023;
Zhang et al., 2023; Shen et al., 2023; Le et al., 2023;
Jiang et al., 2023b; Kharitonov et al., 2023; Borsos
et al.,2023b; Huang et al., 2023; Yang et al., 2023b)
. However, these models primarily focus on in-
context abilities and fail to address issues related to
inference speed and model deployment parameters.
Additionally, all existing zero-shot TTS models are
cloud-based and lack a mobile-based deployment
approach. MobileSpeech is the first zero-shot TTS
synthesis system that can be deployed on mobile de-
vices. Firstly we think deployable mobile zero-shot
TTS models aim to achieve the following goals:

* Fast: through our experiments, we have ob-
served that the real-time factor (RTF) on a
single mobile device often exceeds 8-10 times
that of an A100 RTF for the same text. There-
fore, the inference speed of the zero-shot TTS
model must be significantly faster.

* Lightweight: to enable deployment on mo-
bile or edge devices, the model size should
be small, and the runtime memory footprint
should be minimal.
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e High similarity and diversity: zero-shot
TTS system should be able to clone timbre and
prosody with just a few seconds of prompts,
yielding diverse speech even when provided
with identical text.

¢ High quality: to enhance the naturalness of
synthesized speech, the model should pay at-
tention to details such as frequency bins be-
tween adjacent harmonics and possess power-
ful duration modeling capabilities.

* Robustness: a highly robust TTS system is
essential. A zero-shot TTS system should
minimize occurrences of missing or repeated
words.

To achieve these objectives, we have made our
best efforts to reproduce several state-of-the-art
generative models, which will be elaborated in the
subsequent section on related work. We found cur-
rent work is not applicable to mobile devices. Ul-
timately, based on the Natspeech framework (Ren
etal., 2019, 2020) and the Mask generation module
(Chang et al., 2022; Borsos et al., 2023b), we addi-
tionally design the SMD module and the speaker
prompt component, taking into account the discrete
codec architecture of speech. In summary, Mobile-
Speech contributes as follows:

* MobileSpeech is the first zero-shot TTS syn-
thesis system that can be deployed on mobile
devices. MobileSpeech achieves a good bal-
ance according to the above five evaluation
metrics.

* In MobileSpeech, we additionally design the
SMD module based on the hierarchical token
structure of discrete speech codecs and design
the Speaker Prompt module to maintain high
similarity, high quality, low latency.

* Training MobileSpeech-english for 580 hours
achieved SOTA inference speed and compa-
rable audio quality. Training MobileSpeech-
chinese for 40,000 hours resulted in SOTA
performance in all aspects.

* MobileSpeech has been successfully deployed
on mobile phones and is expected to be used
by several hundred thousand users.

2 Related Work
2.1 Zero-shot TTS

Zero-shot speech synthesis refers to the ability to
synthesize the voice of an unseen speaker based
solely on a few seconds of audio prompt, also
known as voice cloning. Due to its impressive
performance, it has gained significant attention re-
cently. Previous approaches in the field of voice
cloning can be classified into speaker adaptation
(Wang et al., 2018; Chen et al., 2021; Huang et al.,
2022b) and speaker encoding methods (Casanova
et al., 2022b; Arik et al., 2018; Kang et al., 2022).
These models are often trained on smaller datasets
and require a substantial amount of data for fine-
tuning or employ highly complex encoders. These
limitations greatly restrict the audio quality and
further usage.

In recent months, with the advancement of gen-
erative large-scale models, a plethora of outstand-
ing works have emerged. VALL-E (Wang et al.,
2023) leverages discrete codec representations and
combines autoregressive and non-autoregressive
models in a cascaded manner, preserving the pow-
erful contextual capabilities of language models. It
can clone the voice of a target speaker with just a
3-second audio prompt. VALL-E X (Zhang et al.,
2023) extends zero-shot TTS to multiple languages
based on the cascaded structure of VALL-E. Nat-
uralSpeech 2 (Shen et al., 2023) employs continu-
ous vectors instead of discrete neural codec tokens
and introduces in-context learning to a latent dif-
fusion model. SpearTTS (Kharitonov et al., 2023)
and Make-a-Voice (Huang et al., 2023) utilize se-
mantic tokens to reduce the gap between text and
acoustic features. VoiceBox (Le et al., 2023) is a
non-autoregressive flow-matching model trained to
infill speech, given audio context and text. Megatts
(Jiang et al., 2023b,a) , on the other hand, utilizes
traditional mel-spectrograms, decoupling timbre
and prosody and further modeling the prosody us-
ing an autoregressive approach.

However, none of the aforementioned works take
into account the model’s speed and lightweight na-
ture. It is well-known that autoregressive models
often require large memory footprints and have
slower iteration speeds, and diffusion models often
require hundreds of sampling steps. Some work in-
troduce a semantic token cascade structure, which
will introduce more time overhead. However, com-
pared to codecs, certain approaches based on mel-
spectrogram exhibit lower generation diversity and
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Figure 1: The overall architecture for MobileSpeech. In Figure (a) the Duration Extractor module is responsible for
extracting prompt duration tokens from prompt acoustic tokens. SMD represents the generative module for target
acoustic tokens. In Figure (b), we provide a detailed depiction of the multi-channel training process employed by

the SMD module.

audio quality (Siuzdak, 2023). MobileSpeech, on
the other hand, is the first zero-shot TTS system
that can be deployed on mobile devices, address-
ing the fast speed,lightweight, high quality require-
ments.

2.2 Generative models

Generative models have been extensively utilized
in various domains by employing techniques such
as language models (Borsos et al., 2023a; Kreuk
etal., 2022; Jietal., 2023; Wang et al., 2023; Zhang
et al., 2023), Variational Autoencoders (VAE) (Ren
et al., 2021; Lee et al., 2022), Generative Adver-
sarial Networks (GAN) (Kim et al., 2021b; Kong
et al., 2020), Normalizing Flow (Kim et al., 2020;
Miao et al., 2020), Mask Autoencoders (Chang
et al., 2022)and diffusion models (Huang et al.,
2022a). Considering the challenge of balancing
perceptual quality and inference speed in zero-shot
TTS, as well as the recent success of parallel de-
coding in text (Ghazvininejad et al., 2019), image
(Chang et al., 2022), audio (Borsos et al., 2023b),
and video (Villegas et al., 2022) generation tasks,
MobileSpeech has adopted masked parallel gen-
eration as the audio synthesis approach. Further-
more, MobileSpeech has additionally designed the
Speech Codec Mask Decoder (SMD) module and
Speaker prompt based on the unique characteristics
of acoustic tokens and the specific requirements of
the zero-shot TTS task, aiming to address the afore-

mentioned trade-off. In Appendix A, we present
the detail of discrete acoustic codec and in Ap-
pendix B we present the distinctions between mask-
based generative models and other generative mod-
els in modeling discrete codecs.

3 MobileSpeech

In this section, we will first introduce the overall
structure of MobileSpeech, followed by a detailed
focus on the Speech Mask Codec Decoder mod-
ule and the Speaker Prompt module. Furthermore,
we will proceed to elaborate on the specific intri-
cacies of MobileSpeech’s training and inference
processes, with the explicit details of the model
being presented in Appendix C.

3.1 Overall

As shown in Figure 1, MobileSpeech employs Fast-
Speech 2 as our baseline. The input text is pro-
cessed to extract phoneme sequence, which are
then passed through a text encoder to obtain the
corresponding target text representation. Simulta-
neously, the input consists of speech prompts based
on a discrete codec (Défossez et al., 2022). The
prompt encoder compresses the channel dimension
of the prompt codec acoustic tokens to one dimen-
sion. We specifically extract fine-grained prompt
duration tokens from the prompt codec acoustic to-
kens and combine them with the target text, which
are then fed into the duration prediction module and
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length regularizer to obtain an expanded target text.
The Speech Mask Codec Decoder serves as the
core module. During the training process, we ran-
domly select a portion of the aligned target text as
the prompt to guide the generation of the remaining
text. Based on the masking and parallel generation
using RVQ features of the speech codec, we design
a multi-channel training approach, priority training,
and a mechanism that relies solely on text to gen-
erate acoustic tokens. Finally, the acoustic tokens
are transformed into the final speech output using
a pre-trained codec Tokenizer (Siuzdak, 2023).

3.2 Speech Codec Mask Decoder

Based on paired text-speech data { X, Y}, where
X = {x1,x9,x3, -+ ,x7} represents the aligned
text and Y denotes the representation of speech
through a pre-trained discrete codec encoder (Dé-
fossez et al., 2022), namely ¥ = Ci.ri.n €
RT*N we consider T as the downsampled utter-
ance length, which is equal to the length of the
text. IV represents the number of channels for ev-
ery frame. The row vector of each acoustic code
matrix Cy . represents the eight codes for frame ¢,
and the column vector of each acoustic code ma-
trix C. ; represents the code sequence from the j-th
codebook, where j € {1,2,--- | N}.

Notably, in contrast to models such as VALL-E
(Wang et al., 2023), it is acknowledged that ob-
taining prompt text in real-world scenarios is chal-
lenging, and to mitigate the impact of erroneous
prompt text on the model. We have devised a text-
agnostic speech prompt to guide the generation of
target speech in MobileSpeech. Specifically, for
a sequence with a time length of 7', we randomly
extract a segment of length £ at the beginning to
simulate prompts of arbitrary lengths, where the
value of k falls within the range of:

T 2xT
—<k<
3 7 3

By selecting the split point k, we obtain the cor-
responding prompt speech Yoyt and the target
text Yprompt:

(1

YZprompt = Cl:k,l:N; Xtarget = Xk:T (2)

Therefore, disregarding the codec channel count,
the optimization objective of the Speech Codec
Mask Decoder (SMD) module is to maximize the
conditional probability function shown below:

P(Crr1:n | Crika:n, Xprs 0) 3)

It is well known that the use of RVQ-based
speech discretization tokens (Défossez et al., 2022;
Siuzdak, 2023) induces a hierarchical token struc-
ture, where tokens from finer RVQ levels contribute
less to the perceptual quality. This allows for effi-
cient factorization and approximation of the joint
distribution of the token sequence. We believe that
considering this structural aspect holds the most
promise for future advancements in long-sequence
audio modeling. Therefore, in MobileSpeech, as
depicted in Figure 1 (b), we divide the generation
process into two parts: the generation of the first
channel and the generation of the remaining chan-
nels at the same time, denoted as:

P(Crra:n | Criki:n, Xkt 0)
=P(Crri | Crika:N, Xi:rs 0)
N “4)
X H P(Crrj | Crika:n, Xirs 0)

j=2

For the generation of the first channel P(Cy.7; |
Ch.k1:N, Xk 0), we employ a mask-based gener-
ative model as our parallel decoder. We sample the
mask M; € {0, l}T according to a cosine sched-
ule (Chang et al., 2022) for codec level 7, specifi-
cally sampling the masking ratio p = cos(u) where
u ~U [0,%]. and the mask M; ~ Bernoulli(p).
Here, M; represents the portion to be masked in the
i-th level, while M; denotes the unmasked portion
in the ¢-th level. The prediction of this portion is
refined based on the prompt speech and the concat
of target text and the unmasked portion of the first
channel. Therefore, the prediction for this part can
be specified as follows:

P(MiCror | Crkains X, MiCror1;6) (5)

Due to the fact that in the inference process, we
directly obtain the first-layer discrete tokens from
the text, it often requires multiple iterations to iter-
atively select higher-confidence tokens to simulate
the masked environment during training. In order
to reduce the number of iterations, as shown in Fig-
ure 1 (b), MobileSpeech, during the training pro-
cess, employs a certain probability to completely
mask the acoustic tokens of the first channel. Addi-
tionally, completely masking the acoustic tokens of
the first channel at different stages of model train-
ing can guide the model to generate from easier to
harder instances, thus increasing the upper limit of
the model. We control the two different ways of
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generating the first channel through a probability
parameter «, as shown below:

P(Crri | Crki:n, Xir: 0)
=aP(MiCr.r1 | Crpi:n, X, MiClrira;6)
+(1 = ) P(M1Crrp | Crkan, Xier; 0)
(6)
For the generation of the remaining channels,
similar to other models that randomly select a chan-
nel for training during the training process, we
incorporate a weighting mechanism in the random
selection process. We believe that the importance
of channels decreases layer by layer. Therefore,
we introduce the P,,,r mechanism in Appendix
D. When predicting the acoustic token of the j-th
channel, we utilize the unmasked portion of the
j-th layer M ; and all acoustic tokens preceding the
j-th layer for prediction, as shown below:

P(M;Crrj | Crp:ns Xpeor, Chro< iy M Chir 5 0)
(7

3.3 Speaker Prompt

MobileSpeech, based on FastSpeech2, adopts an
Encoder-Decoder architecture. Different prompt
strategies were designed in both stages to encour-
age mobileSpeech to capture the prosodic and time-
bre information of the prompt speech. During the
experimental process, we observed that Mobile-
Speech generated speech with relatively uniform
prosody and the distribution of durations exhibited
excessive uniformity. Therefore, we abandoned
the coarse-grained speech prompt guidance before
the duration predictor. As illustrated in Figure 2,
the Duration Extractor incorporates a Q-K-V at-
tention layer to integrate different information. It
first extracts fine-grained prompt duration values
from the prompt acoustic token and feeds them
into the prompt duration encoder along with posi-
tional information. Subsequently, the prompt du-
ration is used to guide the prediction of the target
text’s duration. Subsequent ablation experiments
have confirmed that this approach can improve the
occurrence of disfluent speech phenomena. Both
the Duration Extractor and the Duration Predic-
tor modules follow the same structure. The text
is first passed through a normalization layer and
then mapped to a Query. The Query, along with the
prompt acoustic or prompt duration, undergoes a
Q-V-K attention layer and a convolutional layer to
obtain latent features. The latent features are then

added to the text through residual connections to
yield the corresponding output results.

KIV

O

1D Conv

Encoder

Prompt Text
Prompt Duration
Target Duration

Q-K-V Attention
1D Conv

QI — .
Q-K-V Attention

KV

|Pr0mpt$peech| | Target Text |

Figure 2: The process of obtaining target duration to-
kens from target text tokens and prompt speech tokens is
depicted in the following manner: the blue module rep-
resents the Prompt Duration Extractor, while the green
module represents the Duration Predictor.

In the Decoder stage of MobileSpeech, as de-
scribed in Equation 1 and 2, during the training
process, we randomly select a sequence of length
k from the target text and speech to form a text-
independent speech prompt. It is worth noting that,
to ensure the robustness of the model, the speaker
prompt in the Encoder and the speaker prompt in
the Decoder are not identical sequences. In the
Speech Mask Codec Decoder (SMD), all tokens of
the input prompt acoustic in SMD are unmasked,
and inspired by (Du et al., 2023) , we do not include
corresponding positional information and prompt
encoder in order to preserve the original features of
the acoustic tokens as one of the inputs to the SMD
module. This is explicitly highlighted with a blue
line in Figure 1 (b). Additionally, in the SMD mod-
ule, we pass the acoustic tokens through the prompt
encoder and apply cross-attention to allow the tar-
get text, as a weak condition token, to incorporate
some information from the prompt acoustic tokens,
thereby maintaining contextual capabilities.

3.4 Train and Inference

During the training process, the Duration Predic-
tor and Duration Extractor are optimized using the
mean square error (MSE) loss, where the extracted
duration serves as the training target. We denote
the losses at Duration Predictor and Duration Ex-
tractor as Lgy, and Ly omptdur, respectively. To
improve alignment accuracy and reduce the infor-
mation gap between the model input and output,
we employ the Montreal forced alignment (MFA)
(McAuliffe et al., 2017) tool to extract phoneme
durations. The duration values are predicted in the
logarithmic domain, which promotes a more Gaus-
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sian distribution and facilitates training. The SMD
module is optimized using the cross-entropy loss
function, considering both the first channel and the
discrete acoustic tokens randomly selected under
the Prank strategy. We use Eim 4 and Eim 4 to rep-
resent the losses of the first channel and the j-th
channel, respectively. Where 2 < 5 < N. Thus,
the overall loss £ can be expressed as follows:

L= ‘Cimd + ﬁimd + Ep?“omptdur + ﬁdur (8)

During the inference stage, we iteratively gen-
erate discrete acoustic tokens by incorporating the
prompt speech into the original text state. For the
generation of the first channel of acoustic tokens,
we employ the confidence-based sampling scheme
proposed by (Chang et al., 2022; Borsos et al.,
2023b) . Specifically, we perform multiple forward
passes, and at each iteration ¢, we sample candi-
dates for the masked positions. We then retain P;
candidates based on their confidence scores, where
P; follows a cosine schedule. As for the generation
of the remaining channels, we directly select the
token with the highest probability using a greedy
strategy.

4 [Experiments

4.1 Experiment Setup

Datasets We trained MobileSpeech on datasets of
varying scales and languages, and evaluated its per-
formance on datasets comprising speech prompts
of different lengths and environments. This al-
lowed us to measure the effectiveness of Mobile-
Speech. For the English section, we trained Mo-
bileSpeech exclusively on the libriTTS (Zen et al.,
2019) , which comprises 580 hours of data from
2,456 speakers. For the Mandarin Chinese section,
MobileSpeech was trained on an internal dataset
totaling 40,000 hours.

Baselines We consider the latest SOTA models as
our baselines. For the English segment, we utilize
YourTTS (Casanova et al., 2022b) lin its official
version. We have successfully reproduced results
close to the official ones for VALL-E (Wang et al.,
2023), surpassing the reproduced results found on-
line 2. As for NaturalSpeech?2 (Shen et al., 2023),
we employ the reproduced version available on-
line. Additionally, we have achieved results sim-
ilar to the official ones for Megatts (Jiang et al.,
2023b). For the Chinese segment, we compare our

"https://github.com/Edresson/YourTTS
2https://github.com/enhuiz/vall-e

results with the open-source interface > of the cur-
rent state-of-the-art Chinese model Megatts2 (the
version of the interface is November 2023) (Jiang
et al., 2023a).

Training and Inference Settings MobileSpeech
was trained on 40,000 hours of Mandarin Chinese
data using 32 NVIDIA A100 40G GPUs. The dis-
crete codec was trained end-to-end on the training
dataset, with the encoder part of Encodec (Défossez
et al., 2022) and the decoder part of Vocos (Siuz-
dak, 2023) being optimized through engineering
modifications. For the 580-hour English training
data, the discrete codec employed a pre-trained ver-
sion. MobileSpeech was trained for 12 epochs on 4
NVIDIA A100 40G GPUs, with each batch accom-
modating 3500 frames of the discrete codec. We
optimized the models using the AdamW optimizer
with parameters 3 = 0.9 and S35 = 0.95. The learn-
ing rate was warmed up for the first 5k updates,
reaching a peak of 5 x 1074, and then linearly de-
cayed.

Automatic metrics We have aligned all our objec-
tive experiments with VALL-E (Wang et al., 2023).
To evaluate speaker similarity (SPK) between the
original prompt and synthesized speech, we em-
ploy WavLM-TDNN (Chen et al., 2022). How-
ever, due to updates in the repository, we have
updated the feature extractor, but all our models
have been tested by using the same metrics. For
assessing automatic speech recognition (ASR) per-
formance, we conduct ASR on the generated au-
dio and calculate the word error rate (WER) com-
pared to the original transcriptions. In this exper-
iment, we utilize the HuBERT-Large (Hsu et al.,
2021) model fine-tuned on LibriSpeech 960h as
the ASR model. This model is a CTC-based model
without language model fusion. To compute the
real-time factor, we measure the ratio of the to-
tal length of generated speech to the total time
taken by the model to generate the corresponding
speech features . The inference time in the vocoder
component will not be taken into account. The
calculation is performed on an empty A100 GPU.
Human evaluation We conduct the MOS (mean
opinion score) and CMOS (comparative mean opin-
ion score) evaluation on the test set to measure the
audio naturalness via crowdsourcing. We keep the
text content and prompt speech consistent among
different models to exclude other interference fac-

3https://www.volcengine.com/product/
voicecloning
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Model Data WER] SPK{ RIF, MOS-QT MOSPT MOSST
GT Codec - 24 0871 - 4.41+008 4.28+0.10 4.45+0.06
YourTTS 640 7.7 0504 022 3.7140.11 3.59+0.14 3.68+0.12
VALL-E 60000 59 0751 094 4224006 4.09+0.13 4.16:£0.07
VALL-E-Continue 60000 3.8 0734 094 4.1240.12 4132010 4.11+0.11
NaturalSpeech2-Continue | 580 4.6 0.581 035 3.8540.11 3.69+0.14 3.76+0.08
MegaTTS-Continue 580 58 0615 039 3934008 3.85+0.09 3.89-0.09

MobileSpeech-Continue | 580 3.1  0.688 0.09 4.06+0.07 4.02+0.08 4.05+0.10

Table 1: The results of different zero-shot TTS models on the LibriSpeech test-clean dataset.

Model CMOS-Qt CMOS-PtT CMOS-S t
GT codec +0.07 +0.15 +0.03
MegaTTS 2 -0.16 -0.05 -0.24
MobileSpeech 0.00 0.00 0.00

Table 2: The CMOS (comparative Mean Opinion Score)
results of different models on the Chinese Mandarin test
set.

tors. We randomly choose 50 samples from the test
set of each dataset for thesubjective evaluation and
each audio is listened to by at least 20 testers. We
analyze the MOS in three aspects: MOS-Q (Qual-
ity: clarity, high-frequency, and original timbre
reconstruction), MOS-P (Prosody: naturalness of
pitch, energy, and duration), and MOS-S (Speaker
similarity). We also analyze the CMOS in terms of
audio quality and speech prosody. See Appendix E
for details.

4.2 LibriSpeech Evaluation

Regarding the inference phase, to ensure fair com-
parisons, we followed the experimental protocols
outlined in VALL-E (Wang et al., 2023) and em-
ployed the LibriSpeech test-clean dataset (Panay-
otov et al., 2015) , ensuring no overlap with our
training data. We specifically utilized samples from
the LibriSpeech test-clean dataset with durations
ranging from 4 to 10 seconds, resulting in a subset
of 2.2 hours. Following VALL-E approach, we use
the whole transcription and the first 3 seconds of
the utterance as the phoneme and acoustic prompts
respectively, and ask the model to generate the
continuations, the continue setting of Table 1 is
referred to this.

By observing Table 1, the following conclusions
can be drawn: (1) Under the same scale of 580
hours training data of libriTTS (where yourtts is
trained on a combined dataset of VCTK , LibriTTS
, and TTS-Portuguese (Casanova et al., 2022a)),
MobileSpeech significantly outperforms YourTTS

in terms of SPK and MOS, surpassing the cur-
rent SOTA models NaturalSpeech2 and MegaTTS.
This indicates that MobileSpeech is capable of gen-
erating higher audio quality, better prosody, and
more similar audio. The outstanding results are at-
tributed to the utilization of the baseline generated
by the MASK parallel codec and the additional de-
sign of the SMD module, Speaker Prompt module
in MobileSpeech. (2) In terms of audio quality,
MobileSpeech also achieves comparable results
to VALL-E, which was trained on a large-scale
dataset of 60,000 hours, with a speaker similarity
metric difference of only 0.046. This difference
is attributed to the disparity in the training data
volume. (3) MobileSpeech achieves the best re-
sults in terms of robustness measured by the Wer
metric, even surpassing VALL-E by 0.7. This is be-
cause the autoregressive structure of VALL-E often
suffers from cumulative errors, resulting in lower
robustness. Our experiments reveal that increas-
ing the amount of data can alleviate the issue of
high robustness. (4) MobileSpeech exhibits remark-
able performance in terms of the Real-Time Factor
(RTF) metric, as it can generate 10 seconds of audio
within one second. Compared to VALL-E, Mobile-
Speech achieves an 11-fold speed improvement,
and compared to MegaTTS and NaturalSpeech?2,
it achieves a 4-fold speed improvement. Although
YourTTS achieves an RTF of 0.22, its simple struc-
tural design leads to unsatisfactory performance
in terms of audio quality, speaker similarity, and
model robustness.

4.3 Mandarin Evaluation

As our inference dataset for Mandarin Chinese, we
compiled a collection of 200 real-world mobile-end
recordings with arbitrary durations ranging from
3 to 10 seconds, representing a mixture of clean
and noisy scenarios. This dataset serves as our
Mandarin Chinese test set. We employed CMOS to
measure the performance of MobileSpeech and the
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Model WER | SPK1 iterations RTF| WER ] SPK?
MobileSpeech w/o durprompt 3.6 0.638 24 0.20 3.1 0.698
MobileSpeech w/o onechannel 4.2 0.614 16 0.15 3.0 0.696

MobileSpeech 3.1 0.688 8 0.09 3.1 0.688
4 0.07 4.2 0.615
Table 3: The ablation experiments of the SMD module 1 0.05 57 0.483

and the Speaker Prompt module were conducted to test
SPK and WER.

Model MOS-Qt MOS-P1T MOS-S 1T
MobileSpeech w/o durprompt | 4.03+0.05 3.90+£0.11 3.97+0.12
MobileSpeech w/o onechannel | 3.98+£0.12 3.954+0.09 3.92+0.11

MobileSpeech 4.06+0.07 4.02+0.08 4.05+-0.10

Table 4: The ablation experiments of the SMD module
and the Speaker Prompt module were conducted to test
MOS.

current SOTA model MegaTTS2 on the Mandarin
Chinese dataset. Considering that MegaTTS2 is a
paid model, we incurred significant costs to con-
duct this experiment.

The experimental results, as shown in Table
2, demonstrate that MobileSpeech outperforms
MegaTTS2 comprehensively in terms of MOS-
Q, MOS-P, and MOS-S under various condi-
tions, including large-scale training corpora, dif-
ferent language categories, varying prompt lengths,
and noisy speech prompts. Particularly, Mobile-
Speech achieves a significantly higher score of
0.24 in terms of speaker similarity compared to
MegaTTS2. By conducting a cross-comparison
between MobileSpeech and GT Codec in terms of
CMOS-Q, CMOS-P, and CMOS-S metrics, we can
observe that MobileSpeech exhibits superior per-
formance in terms of speaker similarity but slightly
lags behind in audio prosody.

4.4 Parameters Evaluation

To begin, we present a comprehensive account of
the parameters for all state-of-the-art models. In
the VALL-E framework, the AR model comprises
229 million parameters, while the NAR model con-
sists of 235 million parameters, resulting in a total
of 465 million parameters. In the NaturalSpeech2
model, the overall parameter count is 435 million.
Within the MegaTTS system, the VQ-GAN model
encompasses 243 million parameters, the LLM
model comprises 124 million parameters, and the
hifigan vocoder consists of 106 million parame-
ters, resulting in a cumulative parameter count of
473 million. As outlined in the accompanying fig-
ure, the Mobilespeech model has a total parameter
count of 207 million (detailed parameters can be

Table 5: The impact of different iterations on the first
channel of MobileSpeech.

found in Appendix C of the paper), demonstrating
its status as the most lightweight option.

4.5 Ablation experiment

We conducted ablation experiments on the Lib-
riSpeech test-clean dataset. Firstly, we omitted fine-
grained prompt duration and directly used prompt
acoustic tokens to guide the generation of target
text. Additionally, in the SMD module, prompt
acoustic tokens were solely used as the input of
SMD. This version was referred to as Mobile-
Speech w/o durprompt. For the MobileSpeech w/o
onechannel version, we replaced the SMD module
with randomly selecting a layer for mask predic-
tion. The results are presented in Tables 3 and 4.
It can be observed that both MobileSpeech w/o
durprompt and MobileSpeech w/o onechannel ex-
hibited certain decreases in WER, SPK, and MOS
values compared to MobileSpeech. This suggests
that each component of MobileSpeech’s design
is necessary. During our experimental process,
we found that the MobileSpeech w/o durprompt
version exhibited a certain amount of disfluency,
which affected the overall prosody of the audio.
This indicates that fine-grained duration prompts
indeed contribute to better modeling of duration
information.

We also conducted ablation experiments on the
number of iterations in the first channel of Mobile-
Speech, which has a significant impact on the infer-
ence speed. As shown in Table 5, we observed that
the number of iterations is inversely proportional
to the real-time factor (RTF), and blindly increas-
ing the number of iterations does not necessarily
improve the model’s performance. However, when
the number of iterations is reduced to 1, the model
exhibits significant degradation in its capabilities.
Consequently, we selected 8 iterations as the final
choice, striking a balance between performance
and efficiency.
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5 Conclusion

In this paper, we propose MobileSpeech, a Fast and
Lightweight Framework for Mobile zero-shot Text-
to-Speech. MobileSpeech achieves a unique com-
bination of audio naturalness and similarity perfor-
mance, comparable to other zero-shot TTS systems
on English corpora, while significantly enhancing
inference speed through its distinctive SMD and
Speaker modules. MobileSpeech stands as the first
real-time zero-shot TTS system deployable at the
edge, demonstrating state-of-the-art performance
on Chinese corpora through extensive training on
large-scale Chinese language data. We not only
validate the significance of each module in Mo-
bileSpeech through ablation experiments but also
analyze the effects of different configurations and
iterations to adapt to various deployment scenarios
in mobile environments.
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7 Limitations and Future Work

In this section, we will analyze the limitations of
MobileSpeech and discuss potential future work.

Failure cases During our experiments in real-
world scenarios (Figure 2), we observed occasional
instances of stuttering and unstable pitch in Mo-
bileSpeech. This could be attributed to noisy input
prompts or the possibility that the mask mechanism
excessively focuses on local positions. In future
work, we aim to enhance the model’s noise robust-
ness and design a more robust mask mechanism
that considers a broader context.

New Tasks: The current zero-hhot TTS task it-
self has significant potential for expansion. Most
existing models primarily focus on similarity in
timbre. However, future research can extend zero-
shot TTS to include similarity in rhythm, emotion,
and language. It could even involve using multiple
audio segments to control different parts or combin-
ing with text style control, representing meaningful
new tasks.

Broader impacts: Since MobileSpeech could
synthesize speech that maintains speaker identity,
it may carry potential risks in misuse of the model,
such as spoofing voice identification or impersonat-
ing a specific speaker. To mitigate such risks, it is
possible to build a detection model to discriminate

whether an audio clip was synthesized by Mobile-
Speech.
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A Discrete Acoustic Codec

Since audio is typically stored as a sequence of 16-
bit integer values, a generative model is required
to output 2'¢ = 65536 probabilities per timestep
to synthesize the raw audio. In addition, the au-
dio sample rate exceeding ten thousand leads to
an extraordinarily long sequence length, making it
more intractable for raw audio synthesis. In these
days, neural acoustic codec (Zeghidour et al., 2021;
Défossez et al., 2022; Yang et al., 2023a; Siuzdak,
2023), with their ability of reconstructing high-
quality audio at very low bitrates, sub-sequently
allowed for extending discrete modeling to audio
signals as diverse as multi-speaker speech. To
be specific, Soundsteam (Zeghidour et al., 2021)
which relies on a model architecture composed by
a fully convolutional encoder/decoder network and
a residual vector quantizer (RVQ) can efficiently
compress speech. Encodec (Défossez et al., 2022)
consists in a streaming encoder-decoder architec-
ture with quantized latent space trained in an end-
to-end fashion.Hificodec (Yang et al., 2023a) pro-
pose a group-residual vector quantization (GRVQ)
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technique To reduce the number of quantizers. Vo-
cos (Siuzdak, 2023) closing the gap between time-
domain and fourier-based neural vocoders for high-
quality audio synthesis. After our detailed experi-
ments, MobileSpeech finally selected encodec and
vocos as the encoder and decoder of acoustic token.

B Codec Modeling

In this section, we provide a detailed comparison of
different modeling approaches for the RVQ struc-
ture based on discrete codecs. As depicted in Fig-
ure 3, (a) represents a fully sequential unfolding
of each frame’s channels followed by autoregres-
sive modeling, which incurs significant time over-
head as the number of channels increases. (b)
involves splitting the codec generation into two
stages, where the first stage autoregressively gener-
ates the codec for the first channel, and the second
stage concurrently generates the codecs for the re-
maining channels. (c) adopts global attention in the
temporal dimension and local attention in the chan-
nel dimension for modeling. All three methods
(a), (b), and (c) are fundamentally autoregressive
models, but due to limitations in inference speed
and memory consumption, they are not suitable for
deployment on mobile devices. In contrast, Mo-
bileSpeech adopts a mask-based parallel generation
approach, offering a potential deployment solution.

C Model Structure

In this section, we introduce the detailed structure
of proposed MobileSpeech. To be specific, we will
introduce the architecture of text encoder, prompt
duration encoder, prompt encoder, cross-attention
and ConFormer (Gulati et al., 2020) used in Mobile-
Speech. Text encoder and prompt duration encoder
share the same architecture which is comprised of
several FFT blocks as used by FastSpeech2 (Ren
et al., 2020) . The value of probability parameter o
in MobileSpeech is 0.6 . The detailed configuration
information is shown in the table 6.

D Algorithm

We provide a detailed description of the P, al-
gorithm in the Algorithm 1 provided below.

E MOS Evaluation

Below, we provide a detailed explanation of the
requirements and standards we employed for mea-
suring Mean Opinion Score (MOS).
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Figure 3: Based on the RVQ structure, different arti-
cles adopt distinct modeling approaches for discrete
codecs, where (a) SpearTTS (Kharitonov et al., 2023),
(b) VALL-E (Wang et al., 2023), (c) Uniaudio (Yang
et al., 2023b) and (d) MobileSpeech.

MOS50_mainresult

Instructions:

1. For each text, you will hear the example audio and seven audio clips a,b,c,d,e.f,g. Please rate the
seven audio recordings a,b,c,d,e,f,g.

2. Please analyze the MOS from three aspects (MOS-Q/MOS-P/MOS-S), considering each indicator
individually without considering the impact of the other.

3. MOS-Q (Quality: clarity, high-frequency, and original timbre reconstruction), MOS-P (Prosody:
naturalness of pitch, energy, and duration), and MOS-S (Speaker similarity). MOS-S measures the
similarity between each piece of audio and the sample audio.

4. Please carefully listen to the provided examples, assigning a score ranging from 5.0 to 1.0 to each
example.

5. If you provide a score without listening to the
Additionally, we have restricted the scoring time for each audio segment.

6. For optimal results, please wear headphones and choose a quiet environment.

, your response will not be

The MOS50_mainresult can be found at https:/drive.google.com/file/d/17bW-

7. Name:
testid07_librispeech_61-70970-0000
Text:

YOUNG FITZOOTH HAD BEEN COMMANDED TO HIS MOTHER'S CHAMBER SO
SOON AS HE HAD COME OUT FROM HIS CONVERSE WITH THE SQUIRE

A MOS-Q: MOS-P: MOS-S:
B MOs-Q: MOS-P: MOS-S:
C MOS-Q: MOS-P: MOS-S:
D MOs-Q: MOS-P: MOS-S:
E MOS-Q: MOS-P: MOS-S:
F MOs-Q: MOS-P: MOS-S:
G MOs-Q: MOS-P: MOS-S:

Figure 4: MOS evaluation procedure
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Module Hyper-parameters Parameters Number
Number of FFT Blocks 2
Conv1D kernel size 3
Prompt Text Encoder Conv1D input channels 512 20.994M
Attention heads 8
Number of FFT Blocks 4
Conv1D kernel size 3
Text Encoder Conv1D input channels 512 41.988M
Attention heads 8
Number of layers 2
Hidden channels 512
Prompt Encoder Conv1D kernel size 3 16.243M
Filter channels 2048
Attention heads 4
Number of attention layers 10
Duration Extractor Hidden channels 512 19.173M
Attention heads 8
Number of attention layers 10
Duration Predictor Hidden channels 512 19.173M
Attention heads 8
Number of FFT Blocks 2
. Conv1D kernel size 3
Prompt Duration Encoder Conv1D input channels 512 20.994M
Attention heads 8
Number of Encoder layers 16
Attention dim 512
Conformer Attention heads 16 67.200M
Linear units 1024
Positionwise Conv1D Kernel 5
Dropout probability 0.1

Table 6: The configuration of modules of MobileSpeech.

Algorithm 1 P,,,,; algorithm

Require: The channels set {c; }1*, and decreasing corresponding weights {w; }1* ,;
where w; > wji1,j € {2,3,--- ,N — 1}
Initialize C;; = 0;
for each ¢; do
Repeat ¢; for w; times;
Add repeated c¢; to Cyr;
end for
Random sample a channel ¢ from Cy;
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