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Abstract

Large language models (LLMs) exhibit an in-
triguing ability to learn a novel task from in-
context examples presented in a demonstration,
termed in-context learning (ICL). Understand-
ably, a swath of research has been dedicated
to uncovering the theories underpinning ICL.
One popular hypothesis explains ICL by task
selection. LLMs identify the task based on the
demonstration and generalize it to the prompt.
Another popular hypothesis is that ICL is a
form of meta-learning, i.e., the models learn
a learning algorithm at pre-training time and
apply it to the demonstration. Finally, a third
hypothesis argues that LLMs use the demon-
stration to select a composition of tasks learned
during pre-training to perform ICL. In this pa-
per, we empirically explore these three hypothe-
ses that explain LLMs’ ability to learn in con-
text with a suite of experiments derived from
common text classification tasks. We invalidate
the first two hypotheses with counterexamples
and provide evidence in support of the last hy-
pothesis. Our results suggest an LLM could
learn a novel task in context via composing
tasks learned during pre-training.

https://github.com/eth-lre/LLM_
ICL

1 Introduction

In-context learning (ICL) is a learning paradigm
where a pre-trained large language model (LLM)
learns to perform a certain task by extrapolating
beyond a demonstration of the task in the form of
example prompt–response pairs, given to the model
as input. In-context learning does not require
an update to the model’s parameters (Radford
et al., 2019; Brown et al., 2020). Conditioned on
the demonstration, the LLM is then tasked with
generating responses to additional related prompts.
Pre-trained large language models have exhibited
an impressive ability to learn in context across
various domains, e.g., code generation (Chen
et al., 2021), education (Kasneci et al., 2023), and

* Equal contribution

Figure 1: The illustration of three hypotheses.

medicine (Thirunavukarasu et al., 2023). However,
there is still no consensus on when or how ICL
works. We taxonomize existing candidate theories
into three competing hypotheses (Fig. 1), which
we summarize below.

Hypothesis 1 (Informal; Task Selection). During
pre-training, an LLM learns a set of tasks T . At
inference time, the LLM identifies the task τ ∈ T
given the user-provided demonstration of the task
and generalizes to the prompt.

Under Hypothesis 1, the demonstration merely
allows the model to recognize a task, and no
actual learning takes place. Min et al. (2022)
offers empirical support for Hypothesis 1; they
show that randomly shuffling the responses in
the demonstration hardly has any effect on ICL
performance, suggesting the demonstration of the
task only serves to enable the LLM to look up a
task. In other words, Hypothesis 1 asserts that no
learning takes place during ICL. Some authors
(Xie et al., 2022; Wang et al., 2023; Wies et al.,
2023) have also argued for Hypothesis 1 from a
theoretical angle, contending that if an LLM is
pre-trained on a corpus that is generated from a
mixture model over tasks, it will be able to infer the
task that generated the demonstrations to be able
to generalize to a prompt not in the demonstration.

The next hypothesis revolves around meta-
learning (Schmidhuber, 1987; Thrun and Pratt,
1998; Vilalta and Drissi, 2001; Finn et al., 2017).

Hypothesis 2 (Informal; Meta-Learning). During
pre-training, an LLM learns certain learning al-
gorithms. During ICL, the LLM learns a task τ
directly from the demonstration using one of the
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learned learning algorithms.

Hypothesis 2 suggests that the pre-training stage
prepares the parameters in an LLM in such a way
that various learning algorithms, e.g., gradient de-
scent and least squares regression, can be implic-
itly deployed during ICL (Von Oswald et al., 2023;
Akyürek et al., 2023; Dai et al., 2023) to learn a new
task from a demonstration. However, the setting as-
sumed in the above-cited theoretical development
is usually over-simplified, e.g., the assumption
that the attention mechanism is linear. Moreover,
the empirical evidence for Hypothesis 2 is mostly
derived from experiments on small transformers
trained from scratch on synthetic data (Garg et al.,
2022; Raventos et al., 2023; Akyürek et al., 2024).

The final hypothesis may be viewed as a mixture
of Hypothesis 1 and Hypothesis 2.

Hypothesis 3 (Informal; Structured Task Selec-
tion). During pre-training, an LLM learns a set
of tasks T . At inference time, the LLM uses the
demonstration to compose a sequence of learned
tasks τ1, τ2, . . . ∈ T and uses this composition for
prediction. The composition itself may result in a
novel task not seen during pre-training.

Hypothesis 3 extends Hypothesis 1 by allowing
ICL to not only index into the pre-learned task set
T , but also compose tasks to obtain a novel task
τ = τ1 ◦τ2 ◦· · · /∈ T .1 Hahn and Goyal (2023) lay
the theoretical groundwork for Hypothesis 3; under
their framework, they argue that the compositional
structure of linguistic pre-training data gives rise
to the task composition ability of ICL.

In this paper, we conduct a comprehensive
battery of experiments to examine the above-stated
three hypotheses. Given a demonstration of a task,
i.e., a sequence of prompt–response pairs from
which an LLM can successfully learn the task in
context, we create a response-altered (RA) task
by altering the responses such that the new task
is unlikely to have occurred during pre-training.
Our results confirm that LLMs can learn such an
RA task in context, which rejects Hypothesis 1.
We then create prompt-altered (PA) tasks, which
instead alter the prompts. If Hypothesis 2 is true,
this modification should not affect the performance
of ICL. However, we find that the LLMs yield
a substantially worse performance on PA tasks
than on RA tasks, which contradicts Hypothesis 2.
Lastly, in support of Hypothesis 3, we identify a se-
quence of simple tasks that the LLMs can compose

1The definition of task composition ◦ will be given in § 2.2.

to obtain unobserved RA tasks. It offers a possible
explanation for ICL’s ability to perform novel tasks.

2 Preliminaries

2.1 Language Models
A language model p is a distribution over Σ∗ where
Σ is an alphabet. The elements of Σ are tokens.
A string w = w1 · · ·wN of length N is a finite
sequence of tokens wn ∈ Σ. Most modern LLMs
are defined in an autoregressive manner, i.e.,

p(w) = p(EOS | w)

N∏

n=1

p(wn | w<n), (1)

and each local conditional distribution p(· | w<n)

is defined over Σ def
= Σ∪{EOS}. We denote w<n

def
=

w1 · · ·wn−1 and w<1
def
= ε. Note that not all mod-

els defined as in (1) are distributions over Σ∗. How-
ever, in the context of our paper, we assume p is.

2.2 A Restatement of the Hypotheses
In this section, we offer a more formal version
of each of the three hypotheses discussed in
§ 1. Note that our treatment is decidedly not a
formalization. Nevertheless, we do find it useful to
build up some level of formal notation to discuss
the three hypotheses more precisely; we save a
true formalization for future work.

We start with a concrete definition of a task. In
this paper, a task τ ∈ T is taken to be a pair of
language models ⟨πτ , ρτ ⟩ where both πτ and ρτ
are distributions over Σ∗. We interpret πτ as a
distribution over prompts for task τ and ρτ as a dis-
tribution over responses conditioned on a prompt.
Let T be a countable set of tasks. A demonstra-
tion of a task τ ∈ T is an interwoven sequence of
prompt–response pairs. We denote a demonstra-
tion of length L as d = p1r1♮ · · · ♮pLrL, where
♮ ∈ Σ is a distinguished delimiter. We assume
pℓ ∼ πτ (·) and rℓ ∼ ρτ (· | pℓ) for 1 ≤ ℓ ≤ L.
With T ⊂ T , we denote the set of tasks observed at
the pre-training time, i.e., those tasks where there
exist demonstrations p1r1♮ · · · ♮pLrL of the task
in the pre-training data.

At inference time, given a demonstration d =
p1r1 · · ·pLrL, we say that a language model p has
(approximately) learned a task if

p(r | d♮p) ≈
∑

τ∈T
ρτ (r | p)p(τ | d♮p), (2)

and p(τ | d♮p) is sufficiently low entropy for large
L. In words, (2) says that the task to be performed
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cold movie negative
τ

(a) Task τ . The example prompt
“cold movie” is paired with the
response “negative”.

cold movie bar

cold movie negative bar

τRA

τ g

(b) RA task τRA. The original response
(i.e., “negative”) is replaced with a ran-
dom token (i.e., “bar”).

lorem ipsum negative

lorem ipsum cold movie negative

τ PA

h τ

(c) PA task τ PA. The original prompt (i.e.,
“cold movie”) is transformed into random text
(i.e., “lorem ipsum”).

Figure 2: Illustrations of a sentiment classification task, a response-altered (RA) task, and a prompt-altered (PA) task.

by the in-context learning may fruitfully be viewed
as a latent variable (Xie et al., 2022). And, more-
over, when the task-selection distribution p(τ |
d♮p) is low entropy for large enough L, i.e., when
we observe a large enough demonstration, the sum
is dominated by a single summand. This means the
language model has succeeded at identifying the
task with high probability. Xie et al. (2022) present
a more detailed theoretical framework to explore
this scenario in a more precise manner.

We now restate the hypotheses in our notation.

Hypothesis 1 (Task Selection). The task-selection
distribution p(τ | d♮p) is only well-calibrated for
tasks in T , i.e., the finite set of tasks observed at
pre-training time.

Hypothesis 2 (Meta-Learning). The task-selection
distribution p(τ | d♮p) generalizes to some tasks in
T \ T , i.e., tasks not observed at pre-training time.

To explain our third hypothesis, let T be a set
of primitive tasks. We define the notion of task
composition as follows. Given two tasks τ1 =
⟨ρτ1 , πτ1⟩ and τ2 = ⟨ρτ2 , πτ2⟩, we define

τ1 ◦ τ2 def
= ⟨ρτ1◦τ2 , πτ2⟩, (3)

where we further define

ρτ1◦τ2(r | p) def
=

∑

r̃∈Σ∗
ρτ1(r | r̃)ρτ2(r̃ | p), (4)

It is easy to see that ◦ is associative.2 Then,
consider the semigroup3 (T ∗, ◦) where ◦ is as
defined above. In other words, any composition of
primitive tasks τ1 ◦ · · · ◦ τK ∈ T ∗ results in a new
task. This semigroup structure encodes a primitive
(non-hierarchical) notion of task composition.
We then take T = T ∗. Finally, let T be the set
of observed primitive tasks. Consider (T ∗, ◦), a

2See App. B.
3A semigroup is a set endowed with an associative operator,

under which the set is closed.

subsemigroup of (T ∗, ◦, ). Note that T ∗ is larger
than T , as it includes tasks not observed during the
pre-training time, but whose composite primitive
tasks were. With this notation, we now present the
third hypothesis.

Hypothesis 3 (Structured Task Selection). The
task-selection distribution p(τ | d) is only well-
calibrated for (T ∗, ◦), i.e., compositions of primi-
tive tasks observed at pre-training time.

3 Testing Hypothesis 1

According to Hypothesis 1, ICL selects the task it
needs to perform from the demonstration. How-
ever, it is only able to select among the finite set
of tasks observed at the pre-training time, denoted
as T . It follows from Hypothesis 1, then, that if
a novel task that has never been seen during pre-
training is presented to a pre-trained model as a
demonstration, ICL should not be able to perform
it. We construct such a novel task as follows. We
first create a string-to-string function g : Σ∗ → Σ∗.
Note that such a function g is a special case of a
response distribution that places probability 1 on a
specific output string for every input string. Then,
given a task ⟨πτ , ρτ ⟩, we obtain a new task τRA by
applying g to the responses of τ , i.e.,

πτRA(p)
def
= πτ (p) (5a)

ρτRA(r | p) def
= ρτ

(
g−1(r) | p

)
. (5b)

Note that the definition in (5) is no more than
task composition, i.e., ⟨g, •⟩ ◦ ⟨ρ, π⟩ where • is a
stand-in for an arbitrary prompt distribution. We
define τ g

def
= ⟨g, •⟩ for the remainder of the paper,

i.e., a task induced by the string-to-string function
g with a stand-in prompt distribution; we also
write τRA = τ g ◦ τ . The new task τRA is almost
certainly not observed in the pre-training data, i.e.,
τRA /∈ T . We call τRA a response-altered task
(RA) and the ICL setting with RA tasks τRA-ICL.
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Figure 3: Performance of vanilla ICL and τRA-ICL on the 3 datasets with different demonstration lengths L.
LLaMA2-70B is used. The LLM is able to learn RA tasks as L grows.

This setting resembles the semantically unrelated
label ICL setting of Wei et al. (2023) and the
abstract formalization of Pan et al. (2023).

We examine the following logical consequence
of Hypothesis 1.

Prediction 1. If Hypothesis 1 is true, then an
LLM’s performance in the τRA-ICL setting should
be similar to random guessing.

3.1 Experimental Setup
Tasks. As shown in Tab. 3 (App. C.1), we select 3
commonly used text classification datasets for ICL:
Customer Reviews (CR; Hu and Liu, 2004), Stand-
ford Sentiment Treebank with binary sentiments
(SST-2; Socher et al., 2013), and AG News (Zhang
et al., 2015); see App. D for the license details.

Experimental Setup. Each text classification
dataset contains a set of pairs {(x(ℓ), y(ℓ))}Lℓ=1

where x(ℓ) ∈ Σ∗ is an input string and y(ℓ) ∈ Y
is x(ℓ)’s classification label drawn from Y , a fi-
nite, task-dependent label set. To encode a classi-
fication problem as ICL, we map each element
of Y to a string in Σ∗ by means of a function
o : Y → Σ∗. Additionally, we convert the input
x into a prompt p through a templating function
t : Σ∗ → Σ∗. The exact templating function we
use for each dataset is listed in Tab. 3. Then, we
construct a delimiter-separated demonstration of
size L: d = t(x(1))o(y(1))♮ · · · ♮t(x(L))o(y(L)).
To perform classification on a test prompt t(x), we
select the highest-probability class as follows

y⋆ = argmax
ỹ∈Y

p(o(ỹ) | d♮t(x)). (6)

Settings. We consider three settings: (1) Chance:
random guessing uniformly across different
classes;4 (2) Vanilla ICL: the standard ICL
setting; (3) τRA-ICL: The responses r in the

4All the datasets are largely class-balanced.

demonstrations are replaced by g(r). The prompts
p are left unchanged.

Implementation Details. We conduct exper-
iments on a publicly available LLM: LLaMA2
(Touvron et al., 2023) with three sizes: 7B, 13B,
and 70B. Each experiment is repeated 20 times
with different random seeds and the average
F1-Macro score is reported. In each experiment,
we construct a distinct test set consisting of 256
prompt–response pairs, and for each element of this
test set, we sample L prompt–response pairs from
the training set, which serve as its demonstration.

3.2 Results

ICL Example Number. We present results
on LLaMA2-70B with varying demonstration
lengths (labeled as L) in Fig. 3. The τRA-ICL’s
performance is near chance when the number of
prompt–response pairs in the demonstration is
small, but it quickly grows to above 80% as L
increases and matches the performance of vanilla
ICL on SST-2 and AG News when L is large.

Model Size. In Fig. 4, we report the ICL’s per-
formance (L = 32) of models of different sizes.
The performance of both vanilla ICL and τRA-ICL
generally improves as the model size increases, but
even the smallest model (LLaMA2-7B) yields a
performance well above chance in τRA-ICL setting.

Summary. These results contradict Prediction 1
and demonstrate that an LLM can learn RA tasks
τRA in context, which are highly unlikely to belong
to the set of observed tasks T during pre-training.
These experiments speak against Hypothesis 1.

4 Testing Hypothesis 2

We have shown in the previous section that an LLM
can learn a novel task in context, but it is still un-
clear what type of tasks can be learned in context.
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Figure 4: Average performance of vanilla ICl and τRA-
ICL across 3 datasets (CR, SST-2, AG News). Demon-
stration length L = 32. LLaMA2-70B yields the best
performance but LLaMA2-7B is not far behind.

If we accept Hypothesis 2 as true, certain learn-
ing algorithms are learned by the pre-trained LLM,
so learning from a demonstration in context hap-
pens on the fly at inference time. This hypothesis
implies that there need not be knowledge of the
prompted task in the pre-training data. And indeed,
on this view, the role of the pre-training is merely
to prepare the parameters in the LLM in such a way
that the LLM architecture encodes various learning
algorithms. For instance, some authors (Von Os-
wald et al., 2023; Akyürek et al., 2023; Dai et al.,
2023) argue that training a linear model with gradi-
ent descent can be encoded as in-context learning
under certain simplifying assumptions. This leads
to the following prediction.

Prediction 2. If Hypothesis 2 is true, then ICL
should behave similarly to a model trained with a
certain learning algorithm, e.g., gradient descent.

A caveat of Prediction 2 is, of course, that we
do not know a priori which learning algorithm the
LLMs learn at pre-training time.

4.1 Experiment 1

We first propose a prompt-altered (PA) task, where
instead of transforming the responses as τRA does,
we transform the prompts, i.e., we create a string-
to-string function h : Σ∗ → Σ∗ and apply it to the
prompts of τ . This results in the following novel
task τPA = ⟨πτPA , ρτPA⟩ where distributions are
defined as

πτPA(p) = πτ (h
−1(p)) (7a)

ρτPA(r | p) = ρτ (r | h−1(p)). (7b)

The ICL setting with PA tasks is named τPA-ICL.
We choose a h such that the PA task can be learned
given the demonstration. If the RA task τRA in the
τRA-ICL setting is indeed learned through a meta-
learning-esque procedure, τPA-ICL should be just
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Figure 5: Performance of various settings across 3 text
classification tasks. LLaMA2-70B is used. τPA-ICL
performs worse than τPA-LR and chance.

as easily learnable in the τPA-ICL setting because
τRA and τPA are essentially the same task. And,
moreover, performing both tasks in context should
exhibit similar performance to a logistic regression
classifier if the LLM encodes the ability to learn a
linear model implicitly in its parameters.

4.1.1 Experimental Setup
Our experimental setup follows § 3.1. However,
we introduce two more settings in addition to the
ones we consider in § 3.1:

• τPA-ICL: As defined in (7), the prompts p
(including the template tokens such as “Review”
and “Sentiment”) in the demonstrations are
replaced with h(p). The responses r are left
unchanged.

• τPA-LR: To make sure a PA task τPA is learnable
from a demonstration, we fit a logistic regression
(LR) model as a baseline. Because a variable-
length string cannot be easily fed into a logistic
regressor, we first tokenize a string using the
LLaMA2 tokenizer and then convert it into bag-
of-words (BoW) representations.5 The classifier
is then trained using a BoW representation of
exactly the same L prompt–response pairs as
used in a demonstration of τPA-ICL. We use this
baseline to gauge the performance of a model
with minimum learning ability.

4.1.2 Results
The average accuracy of LLaMA2-70B across 3
datasets are in Fig. 5. More detailed results can be
found in App. C.3.

τPA-LR. We find that the logistic regressor is able
to learn the tasks to some degree, achieving an F1-
Macro score of around 50%. In contrast, a random

5More accurately, a bag of tokens.
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Dataset τg-Linear (F1-Macro %) τg-ICL (F1-Macro %) γp γs

CR / SST-2 100.0± 0.0 92.7± 15.2 N.A. N.A.
AG News 100.0± 0.0 93.8± 10.8 N.A. N.A.
DBPedia 99.9± 0.8 59.8± 19.7 −0.02 (0.59) 0.01 (0.83)

Table 1: Means and variances of the performance of τg-Linear and τg-ICL. γp is the Pearson correlation coefficient
between τg-Linear and τg-ICL and γs is the Spearman’s rank correlation coefficient. In the parentheses are p-values.
No significant correlation is observed.

guesser achieves an F1-Macro score of 41%. This
experiment shows the task is indeed learnable to a
certain extent given the demonstration as training
data. And, as expected, the performance improves
steadily as L increases.

τPA-ICL. However, in the τPA-ICL setting,
the LLM always performs near or below chance
regardless of the size of the demonstration. Indeed,
the performance does not improve even when the
demonstration length L reaches the maximum
number of tokens allowed for LLaMA2 (Fig. 9).

τRA-ICL. In stark contrast to the τPA-ICL setting,
as shown in Fig. 5, the LLM has an average score
above 80% in the τRA-ICL setting.

Summary. The enormous performance gap be-
tween τRA-ICL and τPA-ICL does not concord with
Prediction 2, and, thereby gives us evidence against
Hypothesis 2. Specifically, our results imply that
even though the RA tasks τRA are novel, they are
not learned with some learning algorithm on the fly
at inference time. This is in line with the observa-
tions of Kossen et al. (2024) and Shen et al. (2024).

4.2 Experiment 2
In our second experiment, we focus on one specific
theoretical claim—specifically, that LLMs may
implicitly learn a linear regression using gradient
descent during ICL (Von Oswald et al., 2023;
Akyürek et al., 2023; Dai et al., 2023).

4.2.1 Experimental Setup
Tasks. In addition to CR, SST-2, and AG News,
we also consider DBpedia (Zhang et al., 2015),
which has many more classes (Tab. 3).

Experimental Setup. We consider the task
τ g induced by the string-to-string function
g, as introduced in § 3. Given string–
label pairs {(x(ℓ), y(ℓ))}Lℓ=1, we construct
a demonstration for task τ g as follows:
o(y(1))g(o(y(1)))♮ · · · ♮o(y(L))g(o(y(L))), i.e.,
pℓ = o(y(ℓ)) and rℓ = g(o(y(ℓ))). In this

formulation, both prompts and responses consist
of a single token, i.e., p, r ∈ Σ. We denote the set
of distinct responses as R ⊂ Σ.

The single-token construction allows us to model
the task using linear regression. The embedding
layer (0th layer) of an LLM is a matrix E ∈ R|Σ|×D,
where D is the dimensionality of embeddings. We
retrieve the row vector pℓ

def
= Epℓ,: ∈ R1×D for

each prompt pℓ, where Epℓ,: denotes the row vec-
tor in E that corresponds to the token pℓ. We verti-
cally stack the row vectors to create the embedding
matrix P ∈ RL×D of the prompts in the demon-
stration.6 Also, let R ∈ RL×D be a similarly
constructed embedding matrix of the responses,
i.e., each response rℓ is embedded as a row vec-
tor rℓ ∈ R1×D. Additionally, for a test prompt–
response pair ⟨p, r⟩ = ⟨o(y), g(o(y))⟩, we embed
the prompt p as a row vector p ∈ R1×D. Thus,
learning τ g is reduced to performing a multiple
linear regression, i.e., learning a parameter matrix
W⋆ ∈ RD×D that minimizes the following (non-
strictly) convex objective

W⋆ ∈ argmax
W

||R−PW||2. (8)

Moreover, the data are constructed such that the
test prompt–response pair ⟨p, r⟩ has appeared at
least once in {⟨pℓ, rℓ⟩}Lℓ=1, so the task does not
require generalization at all.

Settings. We compare the following two settings:

• τ g-ICL: We construct a demonstration d =
p1r1♮ · · · ♮pLrL and perform classification as
follows:

r⋆ = argmax
r̃∈R

p(r̃ | d♮p). (9)

The classification is correct if r⋆ = r.

• τ g-Linear: We train a linear regression with gra-
dient descent. At inference time, we use a min-
imzer W⋆ to compute the predicted embedding

6The rows of P are linearly independent.
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Figure 6: Compare the performance of τRA-ICL (y-axis) against τg-ICL (x-axis). The dots represent the mean
values, and the error bars represent standard deviations. The dashed horizontal line represents the performance of
random guessing (i.e., Chance). The Pearson correlation coefficients γp and Spearman correlation coefficients γs are
also reported. Significant correlations (p-value < 0.01) are observed.

vector r⋆ for r as follows

r⋆ = pW⋆ ∈ R1×D. (10)

In order to evaluate its performance against ICL,
we utilize the transposed embedding layer E⊤ ∈
RD×|Σ| to project r⋆ into R1×|Σ| and perform
classification as follows:

r⋆ = argmax
r̃∈R

(
r⋆E⊤

)
r̃
. (11)

where (r⋆E⊤)r̃ denotes the entry of the vector
(r⋆E⊤) that corresponds to the token r̃. We
judge classification correct if r⋆ = r. Note that
the embedding layer E is taken directly from the
LLM and not trained with the linear model.

Implementation Details. For all the following
experiments in § 4.2 and § 5, we experiment on the
largest model (LLaMA2-70B) and set the demon-
stration length L = 32. We randomly sample 500
functions g for τ g. Each mapping g is constructed
by randomly selecting a token from Σ as the image
g(o(y)) of a o(y). We train τ g-Linear with also 32
examples for 80 epochs which corresponds to the
80 layers of LLaMA2-70B. We choose a learning
rate of 1000, which we find yields the best per-
formance. The correlation between the F1-Macro
scores of τ g-ICL and τ g-Linear is computed.

4.2.2 Results
As shown in Tab. 1, τ g-Linear can learn most of the
functions perfectly. On the other hand, τ g-ICL has
a much lower average and higher variance. In the
same table, we also list the correlation between the
performance of τ g-Linear and τ g-ICL. In contrast
to Prediction 2, there does not exist any significant
correlation, which again gives us evidence against
Hypothesis 2. It is worth mentioning that the high

variance of τ g-ICL’s performance also goes against
the claim of Olsson et al. (2022) that there exists
a special kind of heads called induction heads that
copy any abstract pattern.

5 Testing Hypothesis 3

Because neither Hypothesis 1 nor Hypothesis 2
matches our experimental findings, we now turn to
Hypothesis 3 to explain the empirical facts.

5.1 Experiment 1
We first examine the following prediction.

Prediction 3. Consider τRA = τ g ◦ τ . Then, an
LLM’s ability to learn τRA in context correlates
with its ability to learn τ g in context.

We verify it by comparing the performance of
τRA-ICL and τ g-ICL.

5.1.1 Experimental Setup
The experimental setup of τRA-ICL and τ g-ICL
follow that of § 3.1 and § 4.2, respectively. The
correlation between the F1-Macro scores of
τRA-ICL and τ g-ICL is computed.

5.1.2 Results
For each dataset in CR, SST-2, and AG News,
we bucket the 500 data points for 500 functions
into 8 bins to better visualize the results. The first
group contains all functions g with an F1-Macro
of 100% on τ g-ICL. The rest of the data points
are put into 8− 1 = 7 bins evenly distributed and
by increasing τ g performance. The mean and the
standard deviation of τRA-ICL’s performance of
each group are reported in Fig. 6. We compute the
Pearson correlation coefficient (denoted as γp) and
Spearman’s rank correlation coefficient (denoted
as γs) between the τ g-ICL scores and the τRA-ICL
scores of all the data points. There exists a modest
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positive correlation with 0.34 ≤ γp ≤ 0.42 and
0.35 ≤ γs ≤ 0.51, but it is statistically significant
with p-value smaller than 0.01 under Student’s
t-test. We take it as evidence supporting that τRA
is learned via composing τ g and τ .

5.2 Experiment 2
Next, rather than creating string-to-string functions
g randomly, we construct hand-crafted functions
that are intuitive and likely to have been in the pre-
training data. We call such functions natural. One
example of such a natural function is gsyn, where
the prompts are mapped to synonyms. We com-
pare ICL performance on these hand-crafted func-
tions against that on random functions. If Hypothe-
sis 3 were true, τ g-ICL should have a significantly
higher performance on such natural functions.

5.2.1 Experimental Setup
We consider three types of natural functions: (1)
synonym: Each prompt o(y) is mapped to one of
its synonyms, (2) antonym: Each prompt o(y) is
mapped to one of its antonyms, and (3) keyword:
Each prompt o(y) is mapped to a keyword in
its genre. Synonyms and antonyms are selected
using PyMultiDictionary library.7 Keywords
are obtained for each genre by querying GPT-4
(OpenAI, 2023). In contrast to random, we cannot
create a large number of natural functions as easily.
Therefore, we manually choose a candidate set
of 10 possible synonyms (resp. antonyms and
keywords) for each prompt. Thus, we can create
a natural function by sampling a synonym (resp.
antonym and keyword), from the candidate sets for
every input. We create 500 such functions.

5.2.2 Results
We plot the mean F1 Macro scores as well as the
standard deviations of τ g-ICL across different func-
tions in Tab. 2. We observe that the LLM can learn
synonym and keyword in context almost perfectly.
The function antonym appears to be more difficult
to learn, but still clearly much easier than random,
which is most evident in DBPedia where the LLM
has an F1-Macro score of 84.5% on antonym and
only 59.8% on random. We also perform a one-
sided Welch’s t-test between each of antonym,
synonym, keyword and random. The t-values are
all greater than 2 and the p-values are all smaller

7https://github.com/ppizarror/
PyMultiDictionary. The library aggregates informa-
tion from educalingo.com, synonym.com, and WordNet
(Miller, 1994)

Dataset Mapping F1-Macro (%) t-test

t-value p-value

random 93.2± 13.6 N.A. N.A.
CR / antonym 97.0± 8.5 4.35 < 0.01

SST-2 synonym 100.0± 0.1 10.71 < 0.01
keyword 100.0± 0.0 10.75 < 0.01

AG News

random 93.8± 10.8 N.A. N.A.
antonym 99.9± 0.3 12.59 < 0.01
synonym 100.0± 0.0 12.72 < 0.01
keyword 100.0± 0.0 12.73 < 0.01

DBPedia

random 59.8± 19.7 N.A. N.A.
antonym 84.5± 20.5 19.42 < 0.01
synonym 95.8± 1.7 40.67 < 0.01
keyword 93.3± 4.9 36.90 < 0.01

Table 2: The performance of τg-ICL with different types
of functions g. One-sided t-tests are performed between
the natural functions (antonym, synonym, keyword and
the random functions. The LLM learns the natural func-
tions significantly better.

than 0.01. In other words, the natural functions
are indeed significantly easier to learn in context,
which is in line with our prediction.

5.3 Experiment 3
For Hypothesis 3 to be a good hypothesis, how-
ever, we need to additionally show why seemingly
arbitrary tasks τ g would likely be elements of T ∗.
We offer a tentative explanation. While we cannot
show how to construct an arbitrary string-to-string
function g out of natural functions, we can exhibit
compositions of natural functions that appear arbi-
trary. We do so by composing natural functions,
e.g., gsyn, repeatedly as follows

gmsyn(·) = gsyn(gsyn(· · · gsyn(·)))︸ ︷︷ ︸
×m

. (12)

We call gmsyn the mth power of gsyn.

5.3.1 Experiment Setup
The powers of the synonym functions are cre-
ated the same way as in § 5.2.1. Because the
candidate sets of synonyms are small (of size
10), to demonstrate how it is possible to create
seemingly arbitrary functions, we adversari-
ally sample functions such that for every p,
gmsyn(p) ∈ Sm(p) \ Sm−1(p), where Sm(p)

denotes the set of all the mth order synonyms of
p, i.e., we only keep those that are not synonyms
of lower orders. As an example of this strategy, we
may have the following mapping: “company” is
synonymous with “firm”, which is synonymous
with “association” (as a noun) and “adamant”
(as an adjective). Thus, we would map “adamant”
to “company”, a seemingly unrelated word.
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Figure 7: Synonyms of “positive” and “negative”. The words between concentric circles represent elements of
the candidate sets of high-order synonyms. As the order gets higher, the synonyms become less related to the seed
word.
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Figure 8: The performance of LLaMA2-70B learning synonym of different orders. The performance in general
decreases as the order increases.

5.3.2 Results
We visualize a small subset of the synonyms of the
two o(y) of CR/SST in Fig. 7. The concentric cir-
cles are the candidate sets, with radii representing
their synonym orders. As can be seen, taking a nat-
ural function to higher power results in functions
that appear as if they were arbitrary string-to-string
mappings, e.g.,

“positive” → “tang”
“negative” → “or”.

Yet, as our results demonstrate, ICL is still able to
learn these functions well—above 90% F1-score—
as shown in Fig. 8b. The same also holds true
for the AG News and DBPedia text classification
datasets. With a large task alphabet T , we expect
an LLM to be able to learn many seemingly
arbitrary string-to-string functions. More evidence
demonstrating that these functions g are learned
via composition comes from the noticeable perfor-
mance decrease as the task composition becomes
more complex. As shown in Fig. 8, there exists a

negative correlation (p-value < 0.01) between the
performance of τ g-ICL and the order of synonym.

6 Conclusion

In this paper, we examine the ability of pre-trained
LLMs to learn various tasks in context. We find that
LLMs can learn text classification tasks with cor-
rupted responses (τRA-ICL), but when the prompts
are corrupted in the same manner (τPA-ICL), ICL
performs significantly worse than a logistic regres-
sion model. A closer look suggests the tasks in
the τRA-ICL may have been learned via composing
primitive tasks learned during pre-training. Overall,
our paper provides insights into the nature, abilities,
and limitations of ICL.
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Limitations

One limitation is that we only experiment on one
family of LLMs—LLaMA2. Our results might
not hold on larger models, e.g., GPT-4. Another
limitation is that our formalization is not complete
and is, sadly, a bit more vibes-based than we would
have liked. We hope to achieve a more concrete
formalization in future work.

Ethical Considerations

The datasets and pre-trained LLMs that we use are
all publicly available. Our paper focuses on model
interpretation, and we thereby do not foresee any
ethical issues originating from this work.
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A Related Work

Many papers attempt to provide a theoretical grounding for ICL’s emergence, hypothesizing that ICL
emerges from pre-training on documents that are drawn from a mixture of latent concepts (Xie et al., 2022;
Wang et al., 2023; Wies et al., 2023) or a compositional attribute grammar (Hahn and Goyal, 2023). After
pre-training, the LLM can recognize the concept or the generative process that the prompt is sampled
from and use it for next-token prediction. Another stream of research endeavors to show how LLMs can
learn new tasks in context. Von Oswald et al. (2023); Akyürek et al. (2023); Dai et al. (2023) show by
construction that the transformer can implicitly implement various learning algorithms, such as gradient
descent and least squares regression. Nevertheless, there is a gap between the settings assumed in the
papers and the ones used in practice, e.g. the attention mechanism needs to be linear, or only linear
regression problems are considered. Empirically, it has been shown that transformers can learn various
function classes in context, e.g., linear regression (Raventos et al., 2023), multi-layer perceptrons and
decision trees (Garg et al., 2022), and regular languages (Akyürek et al., 2024), but the models are trained
from scratch on synthetic data derived from functions in the same class, which do not conform with how
LLMs are pre-trained in practice. It is argued that their performance might not be extrapolated to models
with a larger size (Wei et al., 2022) or longer training time (Singh et al., 2023). Thus, we fix our attention
on LLMs that are pre-trained on large natural text corpus and are practically used. Most related to our
work are Kossen et al. (2024); Shen et al. (2024), which also find that ICL’s behavior is different from
models trained with conventional learning algorithms such as gradient descent. Our work is distinct in the
investigation on the possibility of ICL learning via task composition.

B Associativity of Task Composition

Proposition 1. Task composition is associative, i.e., (τ1 ◦ τ2) ◦ τ3 = τ1 ◦ (τ2 ◦ τ3).
Proof. The proof follows by simple manipulation:

ρτ1◦(τ2◦τ3)(r | p) =
∑

r̃1∈Σ∗
ρτ1(r | r̃1)


 ∑

r̃2∈Σ∗
ρτ2(r̃1 | r̃2)ρτ3(r̃2 | p)




=
∑

r̃2∈Σ∗


 ∑

r̃1∈Σ∗
ρτ1(r | r̃1)ρτ2(r̃1 | r̃2)


 ρτ3(r̃2 | p)

= ρ(τ1◦τ2)◦τ3(r | p).

(13)

πτ1◦(τ2◦τ3) = πτ2◦τ3
= πτ3

= π(τ1◦τ2)◦τ3

(14)

■

C Supplementary Results

C.1 Dataset Details
The prompt templating functions t(x) and the responses (o(y) for CR, SST-2, and AG News are in Tab. 3.
The altered responses are tokens from the Lorem Ipsum generator.

C.2 (First-Order) Synonym
The 10 candidate synonyms for each prompt are in Tab. 4.

C.3 Detailed Results
We provide detailed results on CR, SST-2, and AG News in Fig. 9. We report LLaMA2 with three model
sizes. The results on LLaMA2-7B and LLaMA2-13B are consistent with those on LLaMA2-70B that we
report in the main text.
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Dataset Prompt Response

Template τ τRA

CR Review: x \n positive, negative por, NeSentiment:

SST-2 Review: x \n positive, negative por, NeSentiment:

AG News News: x \n word, sports, business, science Mag, Am, Num, LabNews type:

Table 3: Dataset information, templates, and responses used for τ and τRA.

Dataset Prompt Synonyms

CR / SST-2 positive good, bright, happy, cheer, benefit, fortune, helpful, joy, help, favorite
negative bad, dark, dire, sorrow, harm, down, dim, bitter, sad, blue

AG News

world earth, planet, universe, sphere, creation, domain, environment, habitat, society, system
sports game, play, exercise, competition, activity, challenge, contest, match, training, racing
business trade, commerce, industry, company, market, operation, firm, establishment, production,

organization
science research, technology, knowledge, experiment, investigation, theory, discovery, analysis,

discipline, learning

DBpedia

company firm, business, startup, establishment, operator, producer, chain, brand, office, Agency
transport vehicle, car, train, bus, plane, ship, tram, cab, Metro, carriage
player runner, footballer, basketball, race, box, golf, cycle, sky, board, sail
politics government, policy, state, nation, election, party, assembly, council, republic, leader
artist painter, writer, composer, singer, actor, designer, director, producer, poet, photograph
animal creature, pet, bird, fish, insect, species, habitat, conservation, wild, migration
school university, college, prep, primary, secondary, high, middle, grammar, technical, night
plant flower, tree, Fern, grass, leaf, bud, root, branch, seed, growth
village Township, settlement, community, district, parish, cluster, region, municipality,

neighborhood, rural
book novel, volume, text, manual, guide, reference, edition, journal, cover, series
nature terrain, forest, mountain, river, sea, lake, ocean, beach, desert, garden
album record, release, compilation, single, track, score, collection, edition, session, live
building structure, house, stad, tower, hall, temple, palace, castle, fort, shed
film movie, picture, cinema, feature, animation, drama, comedy, western, mystery, horror

Table 4: The first-order synonyms used for constructing gsyn.

D Experimental Setup

We implement our experiments on A100-80G. Each experiment takes around 1-2 GPU hours. For
LLaMA2, We use the implementation and pre-trained weights provided by HuggingFace (Wolf et al.,
2020). CR (Hu and Liu, 2004) and SST (Socher et al., 2013) are under the CC-BY license. AG
News (Zhang et al., 2015) and DBpedia (Zhang et al., 2015) are under the BSD-3-Clause license. We use
these datasets consistently with their intended use.
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Figure 9: ICL performance with different demonstration lengths L.
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