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Abstract

Accurate and interpretable user satisfaction es-
timation (USE) is critical for understanding,
evaluating, and continuously improving con-
versational systems. Users express their satis-
faction or dissatisfaction with diverse conversa-
tional patterns in both general-purpose (Chat-
GPT and Bing Copilot) and task-oriented (cus-
tomer service chatbot) conversational systems.
Existing approaches based on featurized ML
models or text embeddings fall short in extract-
ing generalizable patterns and are hard to in-
terpret. In this work, we show that LLMs can
extract interpretable signals of user satisfaction
from their natural language utterances more
effectively than embedding-based approaches.
Moreover, an LLM can be tailored for USE via
an iterative prompting framework using super-
vision from labeled examples. Our proposed
method, Supervised Prompting for User satis-
faction Rubrics (SPUR), not only has higher
accuracy but is more interpretable as it scores
user satisfaction via learned rubrics with a de-
tailed breakdown.

1 Introduction

General-purpose conversational systems such as
ChatGPT and Copilot are revolutionizing how peo-
ple live and work. Understanding when and why
users are satisfied or dissatisfied is critical for the
continuous improvement of these systems. It helps
system developers identify areas of improvements,
conduct effective A/B experiments, and optimize
underlying models. Unsurprisingly, developing
machine learning models for User Satisfaction Es-
timation (USE) (Hu et al., 2023; Kachuee et al.,
2021a; Song et al., 2019; Bodigutla et al., 2019,
2020) has captured significant attention from the
research community.
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Figure 1: Illustration of user utterances with satisfaction
patterns (green) and dissatisfaction patterns (red).

When estimating user satisfaction, simply classi-
fying that a user is satisfied or dissatisfied is insuffi-
cient. Understanding the reason why a user is satis-
fied or dissatisfied is just as valuable. For example,
frequent query reformulation presents opportuni-
ties for prompt recommendation and conversations
where users explicitly correct a bot’s mistakes can
suggest examples for model alignment. See Fig-
ure 1 for an illustration. However, most existing
work has focused on improving classification ac-
curacy and has overlooked interpretability. Repre-
sentation learning-based approaches (Song et al.,
2023; Deng et al., 2022; Ye Fanghua, 2023) are
relatively opaque due to their use of neural mod-
els (e.g., embeddings) and thus offer little insight
into conversational patterns that indicate satisfac-
tion/dissatisfaction. Similar limitations apply to re-
ward models for training LLMs, e.g., RLHF (Chris-
tiano et al., 2017) and RLAIF (Bai et al., 2022).
In this case, the learned model produces a continu-
ous “reward” score that aims to distinguish outputs
that a human prefers without explaining why a con-
versation has a higher score than others. To our
knowledge, these reward models have not been di-
rectly used for USE, but we treat it as a baseline
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due to their ability to rank outputs with respect to
human preferences.

Some prior work addressed the interpretation
needs of USE via featurized ML models. Exam-
ples include Walker et al. (1997), which evaluated
user satisfaction based on human-annotated fea-
tures assessing task success and dialogue costs, and
Bodigutla et al. (2019), which proposed domain-
independent features that evaluate response quality.
However, the growth of LLM-based conversational
systems (e.g., ChatGPT, Bing Copilot) means user
queries in conversational systems may now be
across multiple domains and intents (e.g., task-
oriented, QA, chitchat). As such, approaches based
on domain-specific features have limited generaliz-
ability to these diverse conversational patterns (De-
riu et al., 2021).

In this work, we make the key observation that
LLMs can achieve both high classification accu-
racy and fine-grained interpretability at the same
time – through their ability to reason about user
conversational patterns and identify salient pattern
classes that generalize and produce accurate predic-
tions. We propose Supervised Prompting for User
satisfaction Rubrics (SPUR). We consider a few-
shot scenario, where a small number of training
examples are available, and develop a supervised,
iterative prompting framework that uses an LLM
to (1) extract signals of satisfaction from user ut-
terances in a labeled training set, (2) summarize
the reasons into rubrics for identifying satisfac-
tion/dissatisfaction conversational patterns, and (3)
apply the rubrics to predict satisfaction labels on
unseen conversations.

In addition to being more accurate, our approach
provides an interpretable rubric for understanding
the conversational patterns that indicate user satis-
faction/dissatisfaction. Notably, our approach can
be used to learn SAT/DSAT patterns automatically
for different conversational systems. In our ex-
perimental results, we show the distributions of
patterns in different types of systems and demon-
strate how these patterns (1) correlate to overall
user satisfaction, and (2) differ across domains.

Moreover, we show that we can scale the appli-
cation of the learned rubrics in two ways. First, we
show that we can distill individual rubric items into
an embedding-based model that can be applied at
scale without the need for LLM prompting. Next,
we show that we can add rubric items as features
to an embedding-based model to increase the accu-
racy of embedding-only models on datasets with

more available training data.
The main contributions of our work include:

• We propose Supervised Prompting for User
satisfaction Rubrics (SPUR), a novel frame-
work for estimating user satisfaction in con-
versational systems with LLMs.

• We show the SPUR prompting process ex-
tracts patterns into clear and interpretable
rubrics that guide the LLM to classify user
satisfaction and show that diverse rubrics are
learned automatically for different domains.

• We show SPUR outperforms existing meth-
ods across different types of conversational
systems when training data is limited and pro-
vide insights into the factors that influence
user satisfaction.

• We use knowledge distillation to scale the
application of learned rubrics and show the
rubrics can continuously improve perfor-
mance as more training data is available.

2 Problem Definition and Related Work

Problem Definition. Let a conversation C
from session i and consisting of t interac-
tion turns of user-agent utterances be Ci =
[U1, A1, . . . , Ut, At]. Here Ut refers to a user utter-
ance and At refers to an AI agent utterance. The
user-agent utterances Ci typically consist of mul-
tiple turns, e.g., t > 1. The conversation also has
an overall user satisfaction label yi ∈ [−1,+1]
provided by thumb feedback (e.g., like or dislike).

Our goal is to learn a function f : C → y to
accurately predict the satisfaction label of unseen
conversations and explain the predicted label. In
multi-turn conversational sessions, a user can con-
vey their satisfaction (or dissatisfaction) explicitly
in their utterances or implicitly through their behav-
ioral interactions with the agent. We refer to these
satisfaction/dissatisfaction conversational patterns
as SAT/DSAT patterns. Let S = {s1, s2, · · · , s∞}
and D = {d1, d2, · · · , d∞} be the set of all in-
terpretable SAT and DSAT patterns respectively.
We assume these are latent and unknown. The
goal is to identify a subset of SAT/DSAT pattern
classes (Ss ⊂ S,Ds ⊂ D) that summarize the
conversation enough to accurately predict its label:
P (y|C) ≈ P

(
y
∣∣∣ Ss(C),Ds(C)

)
.

SAT and DSAT patterns may be direct compli-
ments or complaints about the AI agent’s responses,
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or behavioral patterns that implicitly express user
satisfaction. For example, users may continue to
ask follow-up questions, indicating that the AI has
provided accurate information that inspires their
curiosity and leaves them satisfied. Conversely, if a
user repeatedly rephrases the same question, it can
signal dissatisfaction.

Related Work. Numerous prior research studies
have examined User Satisfaction Evaluation (USE)
through the lenses of sentiment analysis (Song
et al., 2023, 2019), content analysis (Walker et al.,
1997; Sun et al., 2021), and response quality assess-
ment (Schmitt and Ultes, 2015; Bodigutla et al.,
2019). While analyzing user sentiment distribu-
tion in a dialogue session can enhance the model’s
USE capabilities, it is important to note that senti-
ment analysis is not equivalent to USE (Song et al.,
2023). Another common approach involves content
analysis, which typically necessitates the employ-
ment of human annotators to evaluate interaction
quality in a dialogue session (Schmitt and Ultes,
2015; Bodigutla et al., 2019). Afterwards, a classi-
fier is trained to predict user satisfaction based on
the features extracted from the annotation process.

With the advancement of language models, there
is a growing trend in the use of text embeddings
to estimate user satisfaction for conversational sys-
tems (Liang et al., 2021; Kachuee et al., 2021b;
Pan et al., 2022; Sun et al., 2021). This approach is
also being employed to simulate user satisfaction.
Some work has focused on identifying dialogue
acts or user intents in measuring the fulfillment of
the user’s goals (Cai and Chen, 2020; Sun et al.,
2021). Other work has focused on incorporating
the sequential dynamics of dialogue acts (Deng
et al., 2022), jointly predicting sentiment and satis-
faction (Song et al., 2023), or modeling dynamics
of satisfaction across turns (Ye Fanghua, 2023).

Recently, Large Language Models (LLMs) revo-
lutionized the traditional learning framework (Ko-
jima et al., 2022; Wei et al., 2022), especially for
natural language processing (NLP) tasks. LLMs
have achieved performance comparable to super-
vised baselines or state-of-the-art results across var-
ious NLP tasks with In-Context Learning (ICL).
By providing a few examples or hints (Lampinen
et al., 2022; Sun et al., 2023) and simple reason-
ing process (Kojima et al., 2022; Wei et al., 2022),
LLMs can provide significant performance boosts
for NLP tasks. Hu et al. (2023) further uses LLMs
as a user simulator for USE and adopts the user sim-

ulator into RLAIF (Bai et al., 2022) for fine-tuning
the existing LLM models. For USE with zero-shot
prompting (Kojima et al., 2022; Hu et al., 2023),
instructions provided by a human may not fit the
actual conversation patterns in the data and hence
introduce bias. For few-shot prompting Lampinen
et al. (2022); Sun et al. (2023), the provided exam-
ples are not enough to describe the full distribution
of the conversational patterns, and this results in
inaccuracies for USE.

3 SPUR
We propose SPUR for interpretable User Satisfac-
tion Estimation (USE) given a small set of labeled
conversation C from a conversational system. Due
to the multi-turn and general-purpose nature in such
conversational systems, users demonstrate a vari-
ety of response patterns when expressing satisfac-
tion or dissatisfaction. Our approach follows the
three-phase prompting strategy depicted in Figure
2: Supervised Extraction, Rubric Summarization,
and User Satisfaction Estimation. Our three-phase
approach is essential for ensuring accuracy, gener-
alization, and interpretability. Through Supervised
Extraction, SPUR improves accuracy by capturing
the diverse conversational patterns in the training
set Ctrain = {C1, C2, · · · , CN}, which are anno-
tated with thumb feedback. In the Rubric Summa-
rization stage, the LLM improves generalization
and interpretability by identifying prominent SAT
and DSAT pattern classes among the full set of
extracted pattern. Finally, SPUR uses the learned
rubrics generated from the previous stage to score
user satisfaction on unlabeled conversations. For
the ease of understanding, we use mathematical
definitions to approximate the process of SPUR in
the following three sections.

3.1 Supervised Extraction
The first step of our framework is Supervised
Extraction—where we use a prompt to obtain mean-
ingful and interpretable SAT/DSAT pattern classes
from GPT-4, which has an exceptional ability for
natural language understanding and reasoning (Ye
and Durrett, 2023; Huang et al., 2023; Kojima
et al., 2022). Given a conversation Ci with its
user satisfaction label yi = +1, how the user
expresses satisfaction in Ci can be formulated
as: ŝi ≈ argmaxk

s∈S
P (S|Ci, yi = +1) where

S = {s1, s2, · · · , s∞} is the set of all possible SAT
patterns. The goal is to identify the top-k potential
pattern classes ŝi = {s1, s2, · · · , sk} ⊂ S that are
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Figure 2: Illustration of SPUR approach. Step 1 corresponds to Sec. 3.1, Step 2: Sec. 3.2, and Step 3: Sec. 3.3.

exhibited in Ci relevant to satisfaction expression.
Similarly, d̂i ≈ argmaxk

d∈D
P (D|Ci, yi = −1),

where D = {d1, d2, · · · , d∞} is the set of all pos-
sible DSAT patterns.

The prompt for generating the possible ŝ or d̂
patterns from Ctrain is provided in Appendix A.1.
In our prompt, we specifically require GPT-4 to
restrict k ≤ 3 for each Ci. The prompt for DSAT
patterns is similar; we only replace “satisfaction”
with “dissatisfaction” in the instructions.

For the ease of discussion in the next section,
let Ŝ = {ŝ1, · · · , ŝN} denote all the SAT pat-
terns derived from Supervised Extraction and D̂ =
{d̂1, · · · , d̂N} are all the DSAT patterns.

3.2 Rubric Summarization

The patterns extracted through Supervised Extrac-
tion prompting may exhibit significant variation
based on the text descriptions across different con-
versations, and their relative importance may not
be uniform. Our observations indicate that, despite
differences in the text descriptions, most ŝi ∈ Ŝ
and d̂i ∈ D̂ are semantically similar. As such, the
goal of the Rubric Summarization stage is to fur-
ther condense Ŝ and D̂, and identify frequently
occurring SAT/DSAT patterns across Ctrain. The
outcome of this process is the establishment of a
clear rubric for USE based on Ŝ and D̂.

However, it is infeasible to summarize Ŝ and
D̂ into a clear rubric using a single prompt be-
cause the number of tokens in Ŝ and D̂ is too large
to fit into the context size limit of GPT-4. (Note,
we used GPT-4-32K with a 32K context window

in this work.) To address this, we propose an it-
erative process to incrementally update the satis-
faction and dissatisfaction rubrics by processing a
fixed-size minibatch of patterns. The satisfaction
batches are denoted as {Ŝ1, Ŝ2, · · · , ŜB} where
Ŝ = ∪B

b=1Ŝb and the number of batches is B. Sim-
ilarly, {D̂1, D̂2, · · · , D̂B} are the batches to learn
the dissatisfaction rubric and D̂ = ∪B

b=1D̂b. In
each iteration, GPT-4 is asked to generate an n-item
rubric for the SAT patterns in Ŝb. This n-item SAT
rubric is then appended at the end of Ŝb+1 to in-
corporate in the generation of the next n-item SAT
rubric. The iterative process continues until the
final batch, and then the last output n-item rubric
is used as the final SAT rubric S̃ = {s̃1 · · · s̃n}.
The process is illustrated at Step 2 in Figure 2. A
similar process is applied to generate the DSAT
rubric D̃ = {d̃1 · · · d̃n}. We set n = 10 in our
experiments. The final SAT and DSAT rubrics for
Bing Copilot are in Table 4, and the Rubric Sum-
marization prompt is provided in Appendix A.2.

There are two benefits to utilizing the LLM-
generated satisfaction and dissatisfaction rubrics
from this iterative process. First, the rubrics are
developed in a supervised manner from the set of
training conversations, Ctrain, thereby ensuring that
prominent (and thus predictive) SAT and DSAT pat-
tern classes in the distribution are identified. As a
result, the generated rubrics provide a clear guide-
line for GPT-4 to estimate user satisfaction accu-
rately. Second, the rubrics are generated from more
examples than can fit in a single context window.
As such, Rubric Summarization improves the gen-
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eralization for GPT-4 in terms of in-context learn-
ing.

3.3 User Satisfaction Estimation

After learning the satisfaction rubric S̃ and dissat-
isfaction rubric D̃, we incorporate the generated
rubrics as instructions in a third prompt that we pro-
vide GPT-4 to score user satisfaction. The rubric
items provide a consistent decision making criteria
and enhance the performance of GPT-4 on USE.
For each rubric item s̃r ∈ S̃ or d̃r ∈ D̃, the prompt
asks GPT-4 to make a binary decision as to whether
a given conversation demonstrates the described
behavior. If the answer is "Yes", the prompts fur-
ther instruct GPT-4 to evaluate how likely the ex-
pressed pattern will impact the user’s overall sat-
isfaction/dissatisfaction with their interaction on
a scale of 1 − 10 (low to high). Otherwise, if the
answer is “No,” the score is 0. After the score for
each rubric item is output, we further aggregate the
scores into a single SAT score R to represent the
overall user satisfaction in the given conversation.
R is computed as: R =

∑n
i=1 r̃si −

∑n
j=1 r̃dj

where r̃si is the score for the ith SAT rubric item
and r̃dj for the jth DSAT item. The prompt is in
Appendix A.3.

4 Evaluation

We evaluate SPUR by comparing its performance
quantitatively against previous embedding-based
approaches and several ablated versions of our
LLM-based approach.

4.1 Baselines

We compare SPUR with two LLM-based meth-
ods, including ZeroShot and FewShot, and three
embedding-based methods: Linear Regression,
USDA (Deng et al., 2022) and ASAP (Ye Fanghua,
2023). Note that we choose GPT-4 for all LLM-
based methods instead of other smaller language
models because smaller language models struggle
to accurately generate scores for each rubric item,
which results in incorrect SAT scores. The detailed
descriptions of the models are as follows:

1. Lin-ada: Linear regression model with ada-
002 embedding (Ada)

2. USDA (Deng et al., 2022)1 is an embedding-
based method for USE by jointly optimizing

1https://github.com/dengyang17/USDA

user satisfaction and the sequential dynamics
of dialogue acts.

3. ASAP (Ye Fanghua, 2023)2 is another
embedding-based method which models user
satisfaction across turns via a Hawkes Process.

4. Zero shot: prompt GPT-4 directly to score
conversations for user satisfaction with basic
reasoning steps by providing explanations.

5. Few shot: prompt GPT-4 directly to score
conversations, include 2 examples of labeled
conversations to guide GPT-4 to determine
user satisfaction and include basic reasoning
steps by providing explanations.

6. RQ: prompt GPT-4 with a manually selected
features to assess the response quality (Bod-
igutla et al., 2020) and ask GPT-4 to determine
user satisfaction based on the set of features.

7. Reward: pretrained reward model for RLHF3.

4.2 Dataset

We use four datasets to evaluate the performance of
the compared methods. Bing Copilot is a general-
purpose and multilingual conversational system,
and this dataset includes 50K fully anonymized
conversations.4. MWOZ (Eric et al., 2020),
SGD (Rastogi et al., 2020) and ReDial (Siro et al.,
2022) are three task-oriented, English conversa-
tional systems, and they have 1155, 1638, and 1387
conversations, respectively. These three datasets
are further processed and labeled user satisfaction
by Sun et al. (2021). Because Sun et al. (2021) la-
beled user satisfaction by turn, we further process
these labels into a label to represent the overall
satisfaction of the whole conversation. The prepro-
cessing details are described in Appendix B.

Ethics. As part of the production process, the Bing
Copilot data is anonymized, and each conversation
is formed by aggregating turns based on a unique
conversation ID. Thus, none of the researchers who
analyzed the data are able to recover and identify

2https://github.com/smartyfh/ASAP
3https://huggingface.co/OpenAssistant/reward-model-

deberta-v3-large-v2
4All personal, private, or sensitive information was

scrubbed and masked before the conversations were used for
this research. The access to the dataset is strictly limited
to the authors who conducted hands-on analysis and model
development.
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the conversations from any individual user. In ad-
dition, this research study was reviewed and ap-
proved by representatives from our institutional
review board (IRB), as well as our ethics and secu-
rity teams. No formal IRB certificate was required
since we did not conduct any human studies for
this paper.

4.3 USE under Few-Shot Setting.

Table 1 shows the performance of each model
trained with a small number of training examples.
The performance scores are the average of five runs
in different train/test splits. The performance met-
rics are weighted based on the label distributions
due to the data imbalance in the different datasets.
The training set sizes are shown beside the name
of each dataset, and the remaining 80% of the data
is used for testing. The number of items in the
satisfaction and dissatisfaction rubrics is ten, re-
spectively. Three task-oriented datasets have larger
training sizes because we want to ensure that there
are at least ten conversations with satisfaction la-
bels and ten conversations with dissatisfaction la-
bels to derive SPUR’s rubrics.

The performance difference between ZeroShot
and SPUR lies in that the learned rubrics can pro-
vide better guidance for LLMs to determine user
satisfaction. Comparing the performance between
RQ and SPUR in Table 1, the effectiveness of the
rubrics can be observed. Prompting with learned
rubrics can provide guidance specific to a dataset
for LLMs than prompting with a set of manually
selected features (Bodigutla et al., 2020) used by
all datasets. On the other hand, FewShot has worse
performance compared to other methods because
the examples provided in the prompt cannot cover
many types of satisfaction/dissatisfaction conversa-
tional patterns, and the decision is usually biased
by the examples provided in the prompt.

The performance of the Reward model (reward
deberta) validates our hypothesis that Reward mod-
els used for RLHF is not a good proxy for scoring
user satisfaction. Because Reward models are usu-
ally trained with auxiliary human feedback, this
reward is not learned from the perspective of the
user who was involved in the conversation with the
AI agent (Kirk et al., 2023).

Embedding methods perform worse than SPUR
in Table 1. Due to the smaller training size, embed-
ding methods cannot generalize well, particularly
when the class is imbalanced. They usually have

lower weighted F1 scores because they cannot ac-
curately classify the conversations from the less
likely classes. However, the strong performance of
ZeroShot and SPUR demonstrate that LLM-based
methods can effectively identify accurate satisfac-
tion/dissatisfaction conversational patterns from
limited data.

4.4 Importance of Rubric Summarization.

Table 2 demonstrates that learning the rubric on
each dataset is important for improving the perfor-
mance on USE. In this experiment, we first use the
rubric learned from Bing Copilot (Appendix A.3)
in the prompt for MWOZ, SGD and Redial, and
evaluate USE performance. Then, we apply the spe-
cialized rubrics learned from the target datasets and
reevaluate USE performance to gauge how much
the Bing Copilot rubrics fail to generalize across
tasks. The weighted F1 scores in the first column
show that rubrics learned on domain-specific data
produce an average gain of 13%. The last two
columns show the set difference between the rubric
items in the target and source sets, i.e., S̃(·)\S̃Copilot

and D̃(·) \ D̃Copilot. Values ≥ 0 indicate that the
Rubric Summarization process learns a different
set of SAT/DSAT rubrics compared to that of Bing
Copilot. This demonstrates that the handcrafted
features used by several previous studies (Walker
et al., 1997; Bodigutla et al., 2019, 2020) are un-
likely to generalize across different types of con-
versational systems. At the same time, manually
designing rubrics (features) for each different con-
versational systems is time consuming and likely to
be ineffective. With our LLM Rubric Summariza-
tion process, a targeted set of rubric items can be
learned for each task/domain, thereby improving
USE accuracy.

4.5 Rubric vs. Thumb Feedback.

Figure 3 shows the correlation between each rubric
item and thumb feedback from users. As discussed
in Section 3.3, we ask GPT-4 to generate a label
(Yes or No) and a score (0 to 10) for each rubric
item in the prompt. The “Yes” label for a rubric
item means that the conversational pattern exists in
the given conversation, and the score indicates how
likely this conversation pattern impacts the over-
all user satisfaction. The title of each sub-figure
in Figure 3 provides a short keyword to summa-
rize the rubric item, and the full descriptions of
these keywords are listed in Table 4. The x-axis
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Table 1: Precision (P), Recall (R), and F1 Score (F1) on USE with small training set sizes. The training sizes are
shown besides the name of each dataset. The testing size is 80% of the data. The best scores are in bold face.

Models Bing Copilot (0.8%) MWOZ (5%) SGD (5%) ReDial (5%)

P R F1 P R F1 P R F1 P R F1
Lin-ada 74.0 72.5 73.3 48.0 24.0 29.1 53.9 34.9 39.4 56.0 27.7 33.6
USDA 49.7 53.3 47.3 38.1 50.7 35.3 66.1 66.3 61.3 56.1 56.8 48.3
ASAP 66.0 70.1 58.4 51.2 56.1 52.5 64.8 69.8 66.3 60.0 63.6 58.3
Reward 43.6 52.0 52.7 63.0 47.4 40.7 65.3 66.9 58.6 44.1 57.7 48.2
ZeroShot 75.5 73.7 68.3 66.2 52.2 53.6 75.3 70.8 71.9 71.2 58.2 57.0
FewShot 63.8 68.8 61.9 68.4 47.4 44.8 67.3 69.9 66.2 41.0 62.2 49.4
RQ 57.7 69.6 57.7 33.3 52.5 38.1 49.6 67.3 54.4 40.6 63.6 49.5
SPUR 76.3 77.2 75.4 65.7 61.6 59.0 73.7 74.1 72.6 68.4 68.7 66.3
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Figure 3: The average scores for each rubric item w.r.t. thumb feedback (Like or Dislike). The ‘*’ beside each
keyword indicates that the rubric item is significantly correlated with thumb feedback.

Table 2: The F1 Gain shows the improvement after
learning the dataset-specific rubrics compared to the
Bing Copilot rubrics, and the last two columns report
the set difference between the SAT/DSAT rubrics of
each open dataset and the Bing Copilot dataset.

Dataset F1 Num. New Num. New
Gain SAT Patterns DSAT patterns

MWOZ 20.8% 6 8
SGD 9.5% 3 4
ReDial 9.2% 5 4

shows thumb feedback from users (Like or Dis-
like). The y-axis shows the average score for each
rubric item with respect to the conversations with
particular user satisfaction labels. The satisfaction
rubric items, which are in the top row, have a higher
average score when thumb feedback is Like. Con-
versely, the conversations where thumb feedback
is Dislike have higher scores for the dissatisfaction
rubric items (bottom row).

From Figure 3, we can see that all twenty rubric
items exhibit a significant difference in scores with
respect to thumb feedback. This indicates that the
score for each rubric item can be used to improve
USE predictions. We conducted a Chi-Square
test between the labels of each rubric item and
thumb feedback from users to observe whether

these rubric items are useful for USE. The “*” be-
side each keyword indicates that the rubric item
is significantly correlated (p < 0.05?) with the
signals provided by thumb feedback.

4.6 Pattern Variance for Different
Conversational Systems.

Figure 4 reports the satisfaction and dissatisfac-
tion rubric items summarized from the Bing Copi-
lot dataset in the top row, and the bottom row
shows the rubric items learned from the MWOZ
dataset. Different types of conversational patterns
can be observed for the two different conversa-
tional systems. Each bar indicates the distribution
of the number of times that each rubric item ap-
pears in a conversation. Because Bing Copilot is
a general-purpose conversational system, the sum-
marized rubric items are general conversational
patterns. The detailed description of each Bing
Copilot rubric item is shown in Table 4 in Ap-
pendix E. In contrast, since MWOZ is a booking
chatbot, some satisfaction patterns, e.g. booking
confirmation or dissatisfaction patterns and plan
adaption, are specific to the booking chatbot. The
descriptions for each rubric item learned from the
MWOZ dataset are listed in Table 5 in Appendix E.

11106



0 20 40 60
Percentage (%)

Gratitude
Positive Feedback

Engagement
Follow-up

No Frustration
Suggestion Acceptance

Personal Details
Task Request

Correction
Learning

SAT Rubric

(a) Bing Copilot.

0 10 20
Percentage (%)

Negative Feedback
Repetition

Errors
Topic Switch

Lack Visualization
No Engagement

Irrelevant Information
Complex Answer

Sudden End
Lack Diversity

DSAT Rubric

(b) Bing Copilot.

0 25 50 75 100
Percentage (%)

Gratitude
Booking Acceptance

No Frustration
Follow-up

Booking Confirmation
Farewell

Cooperation
Clarification

Request Fulfillment
Request Flexibility

SAT Rubric

(c) MWOZ.

0 20 40
Percentage (%)

Irrelevant Information
Repetition

Lack Feedback
Ignored or Misunderstood

Compromise Preference
Lack of Proactivity

Plan Adaption
Topic Switch

Failed Bookings
False Confirmation

DSAT Rubric

(d) MWOZ.

Figure 4: Satisfaction/Dissatisfaction Conversational
Pattern Distributions.

Similarly, different conversational systems have
different service targets, and therefore, the reasons
causing user satisfaction or dissatisfaction are re-
lated to the target of the system. Because Bing
Copilot is a general-purpose question-answering
system, inaccurate information contributes to a
larger portion of dissatisfaction. While MWOZ
is a booking-reservation system, more of the dissat-
isfaction is due to a lack of proactivity or a compro-
mise in preference, which means that users have
to actively search or choose an option that is less
preferred.

4.7 Knowledge Distillation.

Although SPUR can be effectively applied to pre-
dict user satisfaction as shown above, since SPUR
requires GPT-4 prompting, it is still inefficient to
apply USE at web scale (e.g., there have been
more than 5 billion conversations in Bing Copi-
lot to date (Mehdi). To address this, we propose
a knowledge distillation process for each of the
rubric items to reduce the cost of the evaluation
process. Given the rubric item, we prompt GPT-
4 to label a set of conversations for training (the
label represents whether or not the conversational
pattern described by the rubric item appears in the
conversation). Then we calculate an embedding
for the conversation (e.g., using OpenAI ada-002)
and train a classifier (Logistic Regression) to dis-
till GPT-4 knowledge (i.e., learn a mapping from
embedding to rubric label).

We use the above process to distill knowledge
from GPT-4 for one of the satisfaction rubric items
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Figure 5: ROC on Knowledge Distillation from GPT-4.

(Gratitude) and one of the dissatisfaction rubric
items (Negative Feedback). Specifically, we train a
Gratitude classifier and a Negative-Feedback clas-
sifier. The effectiveness of knowledge distillation
is shown in Figure 5a and Figure 5b. A higher
AUC metric indicates that the classifier can suc-
cessfully distill the knowledge from GPT-4 for the
given rubric item. We compare the performance of
the distilled model with two different embeddings:
OpenAI’s text-embedding-ada-002 (Ada) and mul-
tilingual E5 (E5). As a baseline we compare to
an embedding-based sentiment classifier: XLM-
roBERTa (XLM-roBERTa). The results show that
ada-002 is the most effective text embedding model
for knowledge distillation, so we use that in the ex-
periments below.

Feedback Distributions. After learning the two
textual feedback classifiers, we deploy them to a
production environment and seek to understand
whether they provide different coverage compared
to explicit thumb feedback (i.e.,“Like” or “Dis-
like”). Figure 6 reports the distribution of the two
types of feedback from one week in production.
“Textual” feedback records the proportion of conver-
sations that have true labels predicted by the Grat-
itude classifier (Textual Like) or by the Negative-
Feedback classifier (Textual Dislike). Instead of re-
porting absolute numbers, we report results relative
to the proportion of thumb feedback we observe in
the data. Figure 6 shows the relative frequency of
thumb vs. textual feedback. We can observe that
users give more positive feedback through thumb
feedback and more negative feedback through their
utterances. This also demonstrates the importance
of mining conversational SAT/DSAT patterns via
SPUR.

4.8 Rubrics as Features

Finally, we seek to understand if combining the
rubrics with conversation text embeddings can pro-
duce better results using the model proposed in Ap-
pendix D. We use Bing Copilot dataset with 100K
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Figure 7: Comparison of F1 scores for the proposed
SPUR and SPUR-Lin-ada models and baseline models
for different training set sizes.

conversations for this experiment. This experiment
varies the training size from 400 to 90K of the data
and 10K of the data is for testing. The results in
Figure 7 indicate that SPUR provides the best F1
results for smaller training set sizes. As the train-
ing set size increases, the weighted F1 scores of
the SPUR-Lin-ada (SPUR rubrics and linear regres-
sion with OpenAI ada-002 embeddings) improves
compared to our SPUR model and the SOTA em-
bedding ASAP baseline. The results demonstrate
that adding the SPUR metrics to the feature vector
consistently provides additional USE signals that
are not captured by the conversation embeddings.
Note, due to the prohibitive cost, we did not retrain
SPUR for larger training set sized above 10,000
samples. Thus, the orange dashed line from 10K to
90K training samples indicates the SPUR F1 score
for the test set if we only trained with 10K samples.

5 Conclusion and Limitations

In this paper, we proposed Supervised Prompt-
ing for User satisfaction Rubrics (SPUR), a novel
framework for estimating user satisfaction with
LLMs in conversational systems. We demonstrated
that SPUR outperforms existing methods on user

satisfaction estimation across different types of con-
versational systems and also provided insights into
the factors that influence user satisfaction. More-
over, SPUR is more interpretable because it au-
tomatically grounds/scores the dimensions of sat-
isfaction in observed user behavior from Rubric
Summarization prompting. We also demonstrated
the utility of our rubrics for knowledge distillation
and coverage analysis. Finally, we showed the util-
ity of our model for different training set sizes by
combining the rubric item scores with the conver-
sational embeddings as features and observed that
these rubrics provide extra signals for performance
improvement on USE.

Limitations. Although SPUR outperforms base-
line models with limited training sets, an important
factor, the framework is costly if the goal is to es-
timate user satisfaction at the scale of millions of
conversations. We have proposed a method to dis-
till knowledge from GPT-4, but a thorough study is
needed to show the robustness of this approach. In
future work, we will focus on the scalability issues
of SPUR to reduce its cost at a larger scale.
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A Prompts

A.1 Supervised Extraction Prompt
You job is to understand and elaborate how a
user expresses that they are **satisfied**
with their interaction with an AI agent. You
will be given a conversation that a user had
with an AI agent where the user provided a
signal of satisfaction through a like button.

Your task is to summarize how the user expressed
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satisfaction with the conversation.
Instructions:
- Provide your answer in xml format between
<REASONS></REASONS> tags.
- Return NONE if you can't think of any part
of the user's utterances that expresses
satisfaction.
- The reasons you summarized should be
grounded on the conversation history only.
You should **NOT** extrapolate, imagine, or
hallucinate beyond the text of the
conversation that is given.
- The reasons should be mutually exclusive.
- You should **NOT** refer to the fact that
there was a like in your summary.
- Your summary should be concise, use bullet
points, and provide no more than 3 reasons.

<CONVERSATION>
[user-agent utterances]
</CONVERSATION>

The main reasons why the user is satisfied
with the interaction are:

A.2 Rubric Summarization Prompt

# Task
You job is to summarize why a user feels
**satisfied** with their interaction with
an AI agent and provide a rubric for
evaluation of a single conversation. You
will be given a list of example explanations
from conversations that users had with an
AI agent where these users provided a
signal of satisfaction.

# Instruction
Your task is to provide a rubric to
identify user satisfaction with respect
to a conversation. Requirements:
* Provide your answer as a numbered list
of up to {num_rubric} bullet items.
* The rubric should be user-centric,
concise, and mutually exclusive.

# Example Explanations of User Satisfaction
"[S_b + n-item rubrics from S_{b-1}.
If b=0, put S_0]"

# Now summarize these examples into a

rubric to identify user satisfaction with
respect to a conversation. Requirements:
* Provide your answer as a numbered list
of up to {num_rubric} bullet items.
* The number of items in the rubric should
be less than {num_rubric}.
* The rubric should be user-centric,
concise, and mutually exclusive.
* Provide your answer as a numbered list of
bullet items in <Rubric></Rubric>. The
output format is as follows:
```
# Output
<Rubric>
1. [item 1]
2. [item 2]
3. [item 3]
...
</Rubric>
```

# Output

A.3 User Satisfaction Estimation Prompt

# Your task is to evaluate both user
satisfaction and dissatisfaction with a
conversational AI agent by applying the
given rubrics to the given conversation
history between the user and the agent.

# Rubric instructions
- Each rubric contains 10 criteria.
- Each criterion has a Yes or No statement.
- Your job is to go through the
conversation history carefully and answer
Y to each statement that applies to the
user utterances in the conversation, then
give the statement a score of 1-10 to
reflect how likely the expressed sentiment
will impact the user's overall
satisfaction/dissatisfaction with the
interaction. If the statement is not
applicable answer N and give an overall
score of 0.
- Each rubric is formatted in a table format
with 10 rows and two columns: Index|Y/N
Question.

# SATISFACTION RUBRIC
{n_item_sat_rubric}

# DISSATISFACTION RUBRIC
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{n_item_dsat_rubric}

# Task:
- Go through the conversation history
thoroughly and evaluate the user's
utterances. Do not consider the AI's
responses except to put the user's
response in context.
- For each rubric question think about your
answer to each question carefully.
- Answer Y or N only to each rubric question.
- For Y answer, score your answer on a scale
of 1-10 (low to high) to reflect how likely
the expressed sentiment will impact the
user's overall satisfaction or
dissatisfaction with the interaction.
For N answer, score 0.
- Only provide ONE most confident answer to
each question.
- You *MUST* output your answers to all 10
questions provided in each rubric.

# Conversation:
[user-agent utternaces]

# Answers

B Labeling Adjustment for the Open
Data

The open datasets include turn-by-turn labels
whereas SPUR requires a label for the entire con-
versation. The process of translating turn-by-turn
labels into conversation labels follows these steps:

• If the full conversation has only neutral and
SAT, then the label for full conversation is
SAT.

• If the full conversation has only neutral and
DSAT, then the label for full conversation is
DSAT.

• If the full conversation has only neutral, then
the label for the full conversation is neutral.

• If the full conversation has both SAT and
DSAT.

– start from the beginning of the conversa-
tion, discard the rest of the conversation
when contradiction happens and assign
the label as the first non-neutral label.

The modified label counts for the three open
datasets after following this label conversion pro-
cess are provided in Table 3.

Table 3: Label Distribution

Dataset SAT DSAT Neutral Sum
redial 822 463 102 1387
sgd 1008 496 179 1683
mwoz 560 524 71 1155

C Experiment Setup

We use GPT-4 for the entire process of training
and evaluating SPUR, and SPUR-Lin-ada is trained
and tested on an NVIDIA A100 instance. Every
experiment runs one time but with a large testing
size (80% is used for testing). The hyperparameters
are listed as follows:

• The number of top-k SAT or DSAT patterns
for a conversation is 3.

• The batch size for each minibatch is 100
SAT/DSAT patterns.

• The number of items for the satisfaction rubric
and dissatisfaction rubric is 10.

D User Satisfaction Model

The User Satisfaction Rubrics can be used by them-
selves to compute a USE score. However, we have
found that the utility can be further improved by
including a text embedding of the chat conversation
in addition to the values of the rubrics. In particular,
results show that using the OpenAI ada-002 text
embeddings are particularly effective.

The proposed model is depicted in Figure 8. On
the left, the conversations are projected into an
embedding space using the GPT-3 Ada-002 em-
beddings. In parallel, the 20 LLM rubric itmes are
computed using the GPT-4-32K LLM on the right.
The 1536-dimension conversation embedding vec-
tor is concatenated with the 20 SPUR rubric scores
to form the final feature vector which is then input
to a model such as Linear Regression, Logistic Re-
gression, or a DNN. The output of the model is the
final predicted USE score.

Figure 9 compares the results using a final linear
regression layer and a logistic regression layer, with
and without the SPUR rubrics. The figure shows
that adding the SPUR rubrics improves both base-
line models which only consider the conversation
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embeddings as features. Furthermore, while the
two logistic regression models offer the best per-
formance for smaller training set sized, the linear
regression models are the best performing models
for the larger training set sizes. We also evaluated
replacing the regression layer (e.g., linear, logistic)
with a DNN, but the performance was much worse
due to overfitting.

Chat Conversations

OAI Ada-002 
Embeddings GPT-4-32K Prompt

S1 S10 D1 D10... ...

Concatenate

Linear Regression /
Logistic Regression

Predicted SAT Score

Figure 8: The proposed model combines the SPUR
LLM rubrics and conversation embeddings.
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Figure 9: Comparison of F1 scores for the proposed
SPUR and the combined SPUR and conversation em-
bedding models for different training set sizes. Using
logistic regression offers better performance for smaller
training set sizes, but linear regression yields the best
results for the higher range.

E Usage of AI Assistants

SPUR is an implementation based on GPT-4. We
only use Bing Copilot to assist our writing to iden-
tify grammar errors, typos and rephrase terms for
readability.
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Table 4: Satisfaction and Dissatisfaction Features for Copilot

Satisfaction Dissatisfaction

Name Description Name Description
Gratitude The user thanks or compliments

the AI agent for its help, quality,
performance, or abilities.

Repetition The user repeats their query or
request multiple times.

Positive Feed-
back

The user expresses positive
emotions or evaluations using
words, phrases, punctuation
marks, or emoticons.

Errors The user points out an error,
inconsistency, or inaccuracy in
the AI’s output or information
and does not receive any ac-
knowledgment or apology from
the agent.

Engagement The user engages in a diverse
and lengthy conversation with
the AI agent, covering multiple
topics or domains.

Negative Feed-
back

The user uses a negative tone
or words to express frustration,
disappointment, anger, or disre-
spect towards the AI agent.

Follow-up The user asks follow-up ques-
tions or requests more informa-
tion from the AI agent that show
curiosity and interest in learning
more.

Topic Switch The user changes their topic or
query abruptly.

No Frustration The user does not express any
negative emotion toward the
AI agent’s responses throughout
the conversation.

Lack Visualiza-
tion

The user does not receive any
visual output from the AI agent
when they expect images, links,
charts, etc.

Suggestion Ac-
ceptance

The user accepts or follows the
AI agent’s suggestions, recom-
mendations, and feedback with-
out hesitation, resistance, or
challenging it.

No Engage-
ment

The user does not engage with
the AI agent’s questions, com-
ments, suggestions, feedback re-
quests, etc.

Personal De-
tails

The user initiates or continues
a personal conversation with
the AI agent by sharing details
about themselves or asking how
it is doing.

Irrelevant Infor-
mation

The user receives a generic,
vague, irrelevant answer from
the AI agent that does not ad-
dress their specific needs, goals,
or preferences.

Task Request The user requests specific tasks
from the AI agent that match
its domain and scope of knowl-
edge, abilities, skills, and exper-
tise.

Complex An-
swer

The user receives a long and
complex answer from the AI
agent that may be overwhelm-
ing, confusing, or too technical
for them.

Correction The user corrects some of the
AI agent’s mistakes, guesses, er-
rors, or misunderstandings in a
cooperative, trusting, respectful,
and polite manner.

Sudden End The conversation ends abruptly
without fulfilling, completing,
or addressing the initial request,
problem, task, or goal.

Learning The user enjoys, appreciates,
and learns from different for-
mats, styles, modes, and me-
dia of outputs and services, as
well as information provided,
explained, and generated by the
AI agent.

Lack Diversity The user expects a more in-
teractive, engaging, personal-
ized, humorous, and creative re-
sponse from the AI, rather than
a generic, pre-written, factual,
technical, verbose one.
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Table 5: Satisfaction and Dissatisfaction Features for MWOZ

Satisfaction Dissatisfaction

Name Description Name Description
Gratitude The user thanks the AI agent for

its service, indicating gratitude
and appreciation.

Repetition The user repeats their query or
request multiple times.

Booking Accep-
tance

The user accepts the AI agent’s
suggestions or bookings with-
out asking for changes or alter-
natives, implying trust and sat-
isfaction.

Lack Feedback The user does not receive any
confirmation or feedback from
the AI after making requests,
asking questions, or providing
information, leading to uncer-
tainty and confusion.

No Frustration The user does not express any
frustration, confusion, or dissat-
isfaction with the AI agent’s re-
sponses or queries throughout
the conversation.

Irrelevant Infor-
mation

The user receives irrelevant or
incomplete information from
the AI that does not align with
their queries or expectations,
which shows a lack of under-
standing or flexibility.

Follow-up The user asks questions about
the information or options pro-
vided by the AI agent, showing
interest and engagement.

Ignored or Mis-
understood

The user feels ignored or mis-
understood by the AI as it does
not answer some of their ques-
tions, acknowledge their inputs,
or provide any clarification.

Booking Confir-
mation

The user confirms their book-
ing details or information with
a positive expression, showing
agreement and happiness.

Compromise
Preference

The user has to compromise on
their desired options or crite-
ria because of limited availabil-
ity or mismatched recommenda-
tions from the AI.

Farewell The user ends the conversation
with a polite farewell and no
complaints or requests for fur-
ther assistance.

Lack of Proac-
tivity

The user has to ask basic ques-
tions about features or details
that the AI should have pro-
vided upfront.

Cooperation The user follows the AI agent’s
guidance and prompts without
hesitation or objection, indicat-
ing acceptance and cooperation.

Plan Adaption The user changes their mind
about something they previ-
ously requested or agreed upon
(e.g., location preference) with-
out giving a clear reason.

Clarification The user specifies their pref-
erences or constraints clearly
and specifically, showing con-
fidence and comfort in commu-
nicating with the AI agent.

Topic Switch The user switches to a different
topic without closing the previ-
ous one.

Request Fulfill-
ment

The user receives relevant and
helpful information from the
AI agent that matches their re-
quests, such as phone number,
price, etc.

Failed bookings The user experienced several
failed bookings and received in-
consistent information from the
AI about availability.

Request Flexi-
bility

The user is able to change their
query or ask for different types
of information without encoun-
tering any errors or misunder-
standings from the AI agent.

False Confirma-
tion

The user was misled by the AI’s
confirmation messages, which
turned out to be false.
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