LLMs in the Imaginarium:
Tool Learning through Simulated Trial and Error

Boshi Wang** Hao Fang® Jason Eisner® Benjamin Van Durme® Yu Su®

*The Ohio State University

“Microsoft Semantic Machines

wang. 13930@osu. edu, {hao.fang, jason.eisner,bevandur,yusu2}@microsoft.com

Abstract

Tools are essential for large language models
(LLMs) to acquire up-to-date information and
take consequential actions in external environ-
ments. Existing work on tool-augmented LLMs
primarily focuses on the broad coverage of
tools and the flexibility of adding new tools.
However, a critical aspect that has surprisingly
been understudied is simply how accurately an
LLM uses tools for which it has been trained.
We find that existing LLMs, including GPT-4
and open-source LLMs specifically fine-tuned
for tool use, only reach a correctness rate in the
range of 30% to 60%, far from reliable use in
practice. We propose a biologically inspired
method for tool-augmented LLMs, simulated
trial and error (STE), that orchestrates three
key mechanisms for successful tool use behav-
iors in the biological system: trial and error,
imagination, and memory. Specifically, STE
leverages an LLM’s ‘imagination’ to simulate
plausible scenarios for using a tool, after which
the LLM interacts with the tool to learn from
its execution feedback. Both short-term and
long-term memory are employed to improve
the depth and breadth of the exploration, respec-
tively. Comprehensive experiments on Tool-
Bench show that STE substantially improves
tool learning for LLMs under both in-context
learning and fine-tuning settings, bringing a
boost of 46.7% to Mistral-Instruct-7B and en-
abling it to outperform GPT-4. We also show
effective continual learning of tools via a sim-
ple experience replay strategy. !

1 Introduction

Tools play an essential role in extending hu-
mans (Gibson et al., 1993) and other animals (Shu-
maker et al., 2011) beyond the confines of physi-
cal bodies to better perceive and exert impact on

“Work done as an intern at Microsoft Semantic Machines.
!Code and data available at https://github.com/
microsoft/simulated-trial-and-error.

their environment. There is a recent surge of inter-
est in augmenting large language models (LLMs)
with tools to transcend the confines of their static
parametric knowledge and text-in-text-out inter-
face, empowering them to acquire up-to-date infor-
mation, call upon external reasoners, and take con-
sequential actions in external environments (Schick
et al., 2023; Mialon et al., 2023; Qin et al., 2023).

Existing work on tool-augmented LLMs pri-
marily aims to increase the ease of adding new
tools, or the ability to access many tools (e.g.,
up to 16,000 APIs (Qin et al., 2024)). This is
achieved through one of two common approaches:
1) In-context learning (ICL), which prompts frozen
LLMs with API specification and tool use examples
(i.e., instruction-API call pairs) (Lu et al., 2023;
Song et al., 2023; Shen et al., 2023; Liang et al.,
2023b), or 2) fine-tuning with tool use examples
synthesized by LLMs (Schick et al., 2023; Patil
et al., 2023; Qin et al., 2024; Tang et al., 2023).
While coverage and flexibility are important for
tool use, a critical aspect that, perhaps surprisingly,
has been understudied is simply how accurately an
LLM uses tools for which it has been trained. ICL
is flexible but hard to drive to production-level accu-
racy. Fine-tuning can potentially lead to better ac-
curacy by integrating a larger number of examples,
but existing work mostly focuses on generalizing to
unseen tools instead of optimizing an LLM’s ability
to use tools seen during training (Qin et al., 2024;
Patil et al., 2023; Tang et al., 2023). Meanwhile,
practical deployment of tool-augmented LLMs ne-
cessitates a high level of accuracy as they enable
consequential actions, e.g., financial transactions
or other legally binding operations. Inaccurate tool
use could lead to undesired or harmful outcomes
and quickly undermine user trust.

How to truly master a tool? We turn to
successful precedents in the biological system
such as humans (Gibson et al., 1993), apes and
corvids (Emery and Clayton, 2004). Learning to
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Figure 1: Illustration of simulated trial and error. In the exploration stage, an LLLM interacts with the tool and
progressively gathers tool-use experiences through trial and error. Specifically, a) in each trial, the LLM imagines
plausible scenarios related to the target tool, iteratively interacts with the tool to fulfill the user query, and in the end
self-reflects on the trial; b) a short-term memory consisting of recent trial trajectories encourages learning from
fine-grained successes and failures and exploring the API in greater depth; c) a long-term memory of coarse-grained
past trial and error experiences maintains progressive learning over a long time horizon. In the exploitation stage,
the exploration experiences are distilled into a set of tool-use examples for either ICL or fine-tuning.

use a tool is a rather advanced cognitive function
that depends on many other cognitive functions.
First of all, trial and error is essential for tool
learning (Beck, 1973; Auersperg et al., 2011). We
do not master a tool solely by reading the ‘user
manual’; rather, we explore different ways of using
the tool, observe the outcome, and learn from both
successes and failures. Furthermore, intelligent an-
imals do not just do random trial and error—we
proactively imagine or simulate plausible scenar-
ios that are not currently available to perception
for exploration (Emery and Clayton, 2004; Redish,
2016). Finally, memory, both short-term and long-
term, is instrumental for the progressive learning
and recurrent use of tools (Vaesen, 2012; Emery
and Clayton, 2004; Clayton and Dickinson, 1998).

To this end, we propose simulated trial and er-
ror (STE; illustrated in Figure 1), a biologically
inspired method for tool-augmented LLMs. Given
a tool (e.g., an API with its specification), STE
leverages an LLM to simulate, or ‘imagine’, plau-
sible scenarios (i.e., instructions) for using the tool.
It then iteratively interacts with the API to fulfill
the scenario by synthesizing, executing, and observ-
ing the feedback from API calls, and then reflects
on the current trial (Shinn et al., 2023). We de-
vise memory mechanisms to improve the quality of
the simulated instructions. A short-term memory
consisting of recent trial and error trajectories is

employed to facilitate deeper exploration in a sin-
gle episode, while a long-term memory containing
distilled past exploration and reflections maintains
progressive learning over a long horizon. In the ex-
ploitation stage, one can use the tool use examples
from the explored trials to fine-tune an LLM, or
simply do ICL by retrieving from those examples.

We conduct comprehensive experiments on APIs
from ToolBench (Qin et al., 2024) and summarize
the main findings as follows:

* Existing LLMs are far from reaching reli-
able tool use performance: GPT-4 (OpenAl,
2023) gets 60.8% correctness, and ToolLLaMA-
v2 (Qin et al., 2024) that was specifically fine-
tuned for tool use only gets 37.3%.

» STE proves to be remarkably effective for aug-
menting LLMs with tools, under both ICL and
fine-tuning settings. STE improves the tool use
capability of Mistral-Instruct-7B (Jiang et al.,
2023) to 76.8% (a boost of 46.7% absolute),
making it outperform GPT-4 with ICL.

* In practice, new tools are continually added.
Fine-tuning (with or without STE) brings the
challenge of catastrophic forgetting, where learn-
ing new tools may cause the LLM to lose its ex-
isting tool use capabilities or general language
capabilities. We demonstrate that a simple ex-
perience replay strategy (Scialom et al., 2022)
could largely mitigate the issue, allowing the
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Episode 1 - Trial 1

API Name: forecast_weather
Description: Forecast weather in the upcoming days. Your input should be ...

Query: Will there be a snow in Iowa in one week ?

Thought: The user wants to know whether there will be a snow in Iowa in...
API: forecast_weather | args: {“location”: “Iowa”, “days”: “one week”}
Observation: “Error code 422: unprocessable entity”

field. Let me correct that.

API: forecast_weather | args: {“location”: “Iowa”, “days”™: “7”}
Observation: “The weather forecast for Iowa...all weather: partly cloudy, ...,
total snow: 0.0 (cm), ..., sunrise time: 07:05 AM, ...”

Final response: The weather forecast indicates that there will be no snow in
Towa in one week.

Self-reflection: Success

Short-term Memory

Episode 1 - Trial M
Instruction: Now based on what you have discovered about this API, you can
explore it a bit further and consolidate your understanding...

Thought: I made an error in the API call. I forgot to use numbers for the “days”

Query: I wish to watch the sunrise tomorrow here in Paris. When will it be ?
Thought: The user wants to...
API: forecast_weather | args: {“location”: “Paris”, “days”: “1”}

Episode N - Trial 1

API Name: forecast_weather
Description: Forecast weather in the upcoming days. Your input should be ...

Instruction: Below are queries you have already explored and whether you
successfully solved them with the API’s help:

Explored Queries Fulfilled ?
Will there be a snow in Iowa in one week?
What activities can I do in New York City today? X

I wish to watch the sunrise tomorrow... when will it be?

Long-term Memory

Based on these, try to explore queries that can help you understand the API
further; avoid synthesizing queries that are too close to the existing ones.

Query: ...
Thought: ...

APIL ...

Final response: ...
Self-reflection: ...

Figure 2: Exploration with simulated trial and error, highlighting the memory mechanisms. Each episode begins
with the API specification (only in the first trial), followed by a series of trials dynamically added in the short-term
memory. The long-term memory is loaded into the context at the beginning of every trial to allow the LLM to
progressively imagine novel scenarios, and then offloaded afterward (omitted in the figure).

model to continually learn new tools while pre-
serving its previously acquired skills.

2 Simulated Trial and Error

We introduce our proposed simulated trial and error
(STE) for tool learning. STE consists of an explo-
ration phase and an exploitation phase, which are
discussed next.

2.1 Exploration

In the exploration phase, for each new API, the
LLM interacts with the API within a budget in
order to gain as much information as possible about
the API. The exploration phase consists of a series
of trials (Figure 1) resembling humans’ progressive
learning of a tool. In each trial, conditioned on the
API description, the LLM 1) imagines a plausible
user query relevant to the API; 2) tries to fulfill the
query by interacting with the API; 3) reflects on
the trial to facilitate subsequent exploration. Three
core design components are integrated with the
trials to enhance the validity, comprehensiveness
and diversity of the exploration, introduced next.

Iterative self-refine with execution feedback. To
improve the validity of the exploration, we use a
strategy similar to the ideas of Chen et al. (2024);
Qin et al. (2024); Madaan et al. (2023); Shinn
et al. (2023) where the LLLM learns from the ex-
ecution feedback to refine its own outputs (Fig-
ure 2, top left). Specifically, we adopt the ReAct

format (Yao et al., 2023) where during each step,
the LLM first verbalizes its internal thought, then
makes an action (API call) and observes the cor-
responding execution feedback, and then repeats
the thought—action—observation process until the
model decides that the API call has returned ade-
quate information or a predefined maximum num-
ber of calls. During this stage, the LLM learns from
the execution environment to correct its own syn-
tactic and semantic errors in API calls, gathering
tool-use experiences as fine-grained trial-and-error
trajectories. Afterward, the model responds to the
user’s query and self-reflects on whether the ex-
plored query is successfully fulfilled or not.

Short-term memory. A direct implementation of
the exploration where each trial is conducted in a
separate episode only allows shallow explorations
of the API. We augment the LLM with a short-term
memory consisting of the exploration trajectories
of recent trials, where the LLM is instructed to con-
duct subsequent trials conditioned on the memory
(Figure 2, left). Each episode starts with a fresh
short-term memory, where newly conducted trials
are dynamically added into the memory for a cer-
tain number of trials. This allows the model to
learn from recent fine-grained successes and fail-
ures (e.g., syntax/semantic errors), and also explore
the API in greater depth in the coming trials based
on its previous observations of the API (e.g., unex-
pected functionalities).
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Long-term memory. Only a small number of trials
can be stored in short-term memory since the fine-
grained trajectories quickly consume the LLM’s
context capacity. We augment the LLM with a
long-term memory that stores distilled trial-and-
error experiences from past episodes, in order to
support progressive learning over a long time hori-
zon. Specifically, the long-term memory records
the past-explored queries and whether they were
judged as successfully fulfilled (Figure 2, right). It
is only loaded into the context at the beginning of
every new trial, where the model is instructed to
imagine scenarios that are distant from previously
explored ones to improve information gain. In this
way, the long-term memory serves as a growing
pool of past successes and failures, which allows
the LLM to continually expand the exploration in
order to make progress across different episodes.

2.2 Exploitation

In the exploitation stage, the trials obtained from
the exploration stage are utilized to enhance the
tool-use ability of an LLM via either fine-tuning or
in-context learning (ICL). For each trial, we extract
the synthesized user query, the LLM’s last API call
and its execution results, and the final response
from the trial trajectory. Then, we perform filtering
by using GPT-4 to judge the validity of each ex-
ample, and then paraphrase the valid examples for
each new API into approximately the same amount
(Appendix E), which maintains a balance across
different APIs and further adds linguistic variations
into the synthesized tool-use examples.

For fine-tuning, we use the standard language
modeling objective where the loss is computed
only for the tool-use/response generation part, and
do not include the API documentation in the con-
text. For ICL, the synthesized examples are used
as the demonstration pool from which in-context
examples are retrieved and appended to the API
documentations in the LLM’s context. We use a
dynamic nearest-neighbor demonstration selection
strategy where the examples that are semantically
closest to the test user query are retrieved as in-
context examples, one of the top performing strate-
gies for ICL (Liu et al., 2022; Rubin et al., 2022).

3 Experimental Setup

Tools. We conduct experiments using APIs from
ToolBench (Qin et al., 2024), a large-scale reposi-
tory of real-world APIs collected from RapidAPI

and BMTools. We filter down to the APIs that
are free to use with low execution latency. In
the end, we obtain 50 APIs that span search en-
gines (e.g., Google Search & Places), domain-
specific information-seeking APIs (e.g., Wikipedia,
Weather, Sports, Gaming), and also problem-
solving ones such as WolframAlpha, Number
Translator, etc. More details are in Appendix A.
Setup for exploration. In the exploration stage, we
use ChatGPT (16k-0613) for exploration and para-
phrasing, and GPT-4 (8k-0613) (OpenAl, 2023)
for final example filtering. We set the maximum
number of API calls for each trial to be 4. For each
API, the exploration stage lasts for 15 episodes
with 4 trials per episode, resulting in a total of 60
examples before filtering and paraphrasing. After
filtering, 15 examples for each API are randomly
selected into the test set, where the remaining ones
are paraphrased into ~140 examples, making a
total of ~7K tool-use examples. For the test exam-
ples, we manually examine and correct any issues,
if any, to ensure test set quality.

Baselines & exploitation with STE. We experi-
ment with Llama-2-Chat-7B/13B (Touvron et al.,
2023), Mistral-Instruct-7B (Jiang et al., 2023),
and GPT-3.5-turbo/GPT-4 (ICL only) and com-
pare their performance with and without STE. We
compare with ToolLLaMA-v2 (Qin et al., 2024) as
the main baseline for existing tool learning strate-
gies. It is based on Llama-2-7B and fine-tuned on
126K tool use examples synthesized by ChatGPT-
3.5-turbo for general tool-use, covering a large
number of tools from RapidAPI including the ones
used in our experiments.

For ICL with nearest neighbor demon-
stration selection, following prior work (Liu
et al., 2022; Rubin et al., 2022), we use the
paraphrase-mpnet-base-v2 model from Sen-
tenceBERT (Reimers and Gurevych, 2019) for
computing the semantic similarity, and choose
the top 8 examples closest to the test query as
in-context demonstrations. For Llama-2 with
ICL, since the token length of the full 50 API
documentations (around 7K tokens) is beyond its
context length (4,096),> we augment the model
with an oracle tool retriever which retrieves the top
15 similar APIs w.r.t. the ground truth API using
the associated documentation. We augment other
models of similar scales (7B/13B) with the same

“While there exist variants of Llama-2 with longer context
(e.g., Xiong et al. (2023)), we stick to the original model in
Touvron et al. (2023) for fair comparison.
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Setting Base Model Wellformed? API Match Correctness
_ToolLLaMA~v2 _ ______981 ¢ 490 ____ 373 __ _.
Llama-2-Chat-7B 34.5 40.2 10.7
Baseline Llama-2-Chat-13B 79.3 53.6 32.7
_ Mistral-Instruct-78 _ _____ 6L7 ¢ 693 ___301 __ .
GPT-3.5-turbo (16k-0613) 96.9 77.6 60.5
GPT-4 (8k-0613) 96.1 78.1 60.8
Llama-2-Chat-7B 58.3 86.7 41.7
Llama-2-Chat-13B 87.5 86.6 62.9
ICL w/ STE _ Mistral-Instruct-7B.~~~ 69.9 ¢ 884 479
GPT-3.5-turbo (16k-0613) 97.6 90.8 75.6
GPT-4 (8k-0613) 97.7 92.8 76.3
Llama-2-Chat-7B 99.2 94.9 73.3
Fine-tuning w/ STE  Llama-2-Chat-13B 98.9 95.1 74.3
Mistral-Instruct-7B 99.1 95.8 76.8

Table 1: Overall tool-use performance. STE is effective when used in both ICL and fine-tuning. Best overall results
are bold-faced, and best results under each setting are underscored.

Setting Wellformed? API Match Correctness
Full STE 99.2 94.9 73.3
— Exec. feedback 89.9 79.4 50.5
— Short. Mem. 99.7 70.6 53.9
—Long. Mem. 98.7 79.9 59.7
— Self-reflection 99.3 81.7 60.1

Table 2: Results for ablations. We separately ablate each
key component of our exploration design. Exploitation
is done by fine-tuning Llama-2-Chat-7B.

tool retriever (when ICL is used for exploitation)
for fair comparison. LLMs fine-tuned on STE do
not need such API documentation in the context,
which substantially reduces the inference cost.

Evaluation metrics. We evaluate the model by
matching the predicted API call against the ground
truth. For APIs that have strict value ranges for
the arguments, we perform string matching on the
respective arguments directly. For APIs that accept
free natural language inputs, we use ChatGPT to
judge the correctness of the predicted API argu-
ments. We report the overall accuracy considering
both API name and arguments (Correctness) as the
main metric, together with the percentage of exam-
ples with valid API calls and no syntax/formatting
errors (Wellformedness) and the percentage of ex-
amples that correctly choose to use the ground-truth
API (API Match). While it is desirable to also
evaluate the model regarding whether the model
resolves the user query successfully based on the
execution results, the majority of the APIs in our
experiments are connected to dynamic real-world
information (e.g., weather ‘tomorrow’ where the
date is contingent on the actual time of making the
API call), which makes such evaluation infeasible.
We leave this challenge to future research.

4 Results
4.1 Effectiveness of STE

Results are included in Table 1. We summarize the
main findings below.
None of the baseline models displays satisfac-
tory performance. For all of the baseline models
that we tested, none of them achieves a satisfactory
tool-use performance. The best model is GPT-4,
which only achieves an overall correctness rate of
60.8%. Llama-2 and Mistral achieve a much lower
performance, largely due to the model not being
able to follow the specified syntactic/formatting re-
quirements when making API calls.® ToolLLaMA-
v2 (Qin et al., 2024), despite extensively fine-tuned
for tool use, still largely underperforms GPT-3.5/4.
Its performance improvement over non-fine-tuned
baselines like Llama-2 seems to mainly come from
wellformedness, and it still faces severe difficulties
in choosing the correct tool and predicting the right
arguments. This suggests that fine-tuning for gen-
eral tool use is insufficient for achieving the level
of performance needed for practical deployment.
STE is effective with both ICL and fine-tuning.
Remarkable gains are observed under both set-
tings. When retrieving from the tool use examples
generated by STE for ICL, we see improvements
across the board, with up to 30.2% (for Llama-2-
Chat-13B) in correctness for open-source LLMs. It
also boosts the already strong performance of GPT-
3.5/4 substantially. Fine-tuning with STE examples
improves the tool use capability of open-source
3The superior ability of GPT-3.5/GPT-4 to follow the
syntax may be partially due to their special enhancement

on function-calling (https://openai.com/blog/function-calling-
and-other-api-updates).
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LLMs by an even larger margin, boosting Mistral-
Instruct-7B by 46.7% in correctness and enabling
it to outperform GPT-4. Fine-tuning with STE also
makes LLMs almost perfect in wellformedness and
choosing the right tools. This is likely because fine-
tuning allows injecting a much wider range of tool
use examples into a model than ICL. While we can-
not fine-tune GPT-3.5/4 due to cost and availability,
it is plausible to hypothesize that STE could further
improve their tool-use ability beyond their current
ICL performance.

4.2 Ablation Studies

We conduct an ablation study for our exploration
design, with exploitation done by fine-tuning
Llama-2-Chat-7B. Specifically, we ablate the exe-
cution feedback, short/long-term memory, and the
self-reflection component. We extend the num-
ber of episodes to preserve the total number of
trials if needed. The results in Table 2 show
that 1) exploration without execution feedback
could give a notable amount of ill-formed exam-
ples where the API calls do not follow the syn-
tax/formatting requirements; 2) both short-term
and long-term memory prove to be essential for
effective trial and error; 3) self-reflection is im-
portant in maintaining an informative long-term
memory for exploration. To better understand the
benefits of our memory design, we conduct a case
study with the forecast_weather API (examples
in Appendix C), which clearly shows that both of
the memory mechanisms substantially improve the
diversity and comprehensiveness of exploration:

* Short-term memory boosts specificity and
comprehensiveness. Comparing the trials
with/without short-term memory, it can be seen
that the short-term memory effectively drives the
LLM to comprehensively explore fine-grained
information from the tool, spanning 16 different
attributes (e.g., humidity, precipitation, UV in-
dex, visibility, and sunrise/sunset time) in total.
Meanwhile, when short-term memory is disabled,
the examples are much less specific and mostly
about general weather conditions (e.g., “What
will be the weather like...”) due to the inability
to leverage newly obtained information from the
execution results. In addition, exploration with-
out short-term memory results in a significantly
lower percentage of positive tool-use examples
(78.3% — 51.7%), since the model cannot learn
from fine-grained past errors to facilitate future
trials. As an example, the model synthesizes a

considerable amount of queries where the time
is specified as the day of the week, which is not
a supported parameter type of the API and hence
constantly results in failures.

¢ Long-term memory improves overall diver-
sity over a long time horizon. With long-
term memory, the LLM explores examples cov-
ering a broader range of subjects, and main-
tains the progress over different episodes. When
long-term memory is disabled, the trials across
episodes become repetitive and less informative.
For quantitative characterization, we extract the
core subjects (location, time, attribute) from the
queries, measure their diversity and also plot the
attribute distribution (Appendix C). With long-
term memory, all the queries are distinct and
the trials are balanced across different attributes.
Without long-term memory, only 71.7% of the tri-
als concern distinct subjects and the distribution
across attributes is much more skewed, showing
the effectiveness of long-term memory in main-
taining the diversity of exploration over a long
time horizon.

4.3 Error Analysis

Errors of GPT-4. As one of the most capable

LLMs, GPT-4 (8k-0613) can only achieve an over-

all correctness of 60.8%. We conduct an error anal-

ysis of GPT-4. We randomly sample and examine

30 error examples of GPT-4, which can be catego-

rized into the following three types, with the cor-

responding percentage without — with ICL with

STE examples. Examples for each category are

shown in Appendix D.

* Wrong choice of API (36.7% —19.0%). GPT-4
calls the wrong API that cannot address the user
query. Table 4 shows one example where the
user query is regarding parks with hiking trails
in San Francisco. Here the model calls an API
that retrieves the geographic coordinates of San
Francisco, overlooking the ground truth “Places’
APL. ICL with STE examples helps resolve about
half of such errors by better illustrating the fine-
grained semantics of the APIs.

¢ Missing/wrong arguments (26.7% —10.0%).
Here, GPT-4 fails to provide the correct set of
arguments despite choosing the right tool. Ta-
ble 5 shows an example where the model fails
to provide the required “lang” keyword. STE is
particularly effective for such errors.

¢ Hard-to-evaluate examples (36.7 % —16.7 % ).
We found that it is difficult to judge the correct-

s
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User quer}_f: Wh.at is th'e current advisory information User query: What are the ongoing giveaways for PC game ;Z‘z]‘;g“;;x;:;ﬁlz;j{;:izrahne dt Z:el frégltzl;e\;ezi:‘;adt::i
for the Union City station? keys on the GOG platform? X B
the English Premier League?
Gold API call: BART - Advisory information Gold API call: GamerPower - Filter & Group Giveaways Gold API call: Football Dolphin - Head to head statistics
Args: {"cmd": "bsa", "orig": "UCTY"} Args: {"platform": "gog", "type": "game.key"} Args: {"first_team" : "Leeds", "second_team": "Sheffield
= Description: The BART API gives you access to pretty | ®  Description: "Find all free games, loot and giveaways Weds", "type_of_statistics": ...}
much all of the BART service and station data with this giveaway tracker API powered by = Description: This API returns statistical data about
available... Required parameters: [{"name": "cmd", GamerPower.com ! Access programmatically the best English Premier League... Required parameters: [{"'name”:
"type": "STRING", ... name": "orig", "type": giveaways in... Required parameters: [{"'name”: "first_team”, type: "STRING", description: Enter first team
"STRING", "description”: "Optional station filter. "platform”, "type": "STRING"}, {"name": "type", "type": from all available teams: Arsenal, ..., Ipswich, Leeds,
Uses 4 character BART station abbreviations...}] "STRING", "description”: ...}] Leicester, Liverpool, ...}, {"'name": ...}]
Predicted API call: BART - Advisory information Predicted API call: GamerPower - Filter & Group Giveaways | Predicted API call: Football Dolphin - Head to head statistics
Args: {"cmd": "bsa", "orig": "UNION"} Args: {'platform": "pc”, "type": "game key"} Args: {'first_team": "Leeds United", "second_team": "Sheffield
Weds", "type_of_statistics": ...}
(2) (b) (©

Figure 3: Error examples of Mistral-Instruct-7B after fine-tuning: (a) commonsense/world knowledge, (b) language

understanding, and (c) grounding.

Batch 1 Batch 2 Batch 3 Batch 4 All APIs MMLU BBH
Llama-Flan - - - - - 37.2 39.5
CL-Round 1 80.6 - - - - 39.6 36.8
CL-Round2 1.7 —76.1 87.7— 84.1 - - - 40.2 38.9
CL-Round3 0.0—70.6 56.9—84.1 68.9— 65.6 - - 39.2 37.5
CL-Round4 0.0 —65.0 38.5—88.7 25.0—66.1 71.8—70.3 34.7— 728 38.5 39.1
Llama-FT 73.3 87.2 68.3 67.2 74.1 38.7 40.8

Table 3: Results for continual learning. Llama-Flan is the base LLM and Llama-FT is Llama-Flan fine-tuned on all
the tools at once. For CL, the tools are split into four batches and the LLM needs to continually learn a new batch in
each round. Scores to the left/right of each arrow (“—") are the tool-use correctness without/with rehearsal. For
example, 1.7—76.1 means the fine-tuned model gets only 1.7% on Batch 1 tools after CL-Round 2 without rehersal,
and 76.1% with rehersal. While vanilla fine-tuning causes catastrophic forgetting, rehearsal could largely mitigate
this issue and allow the model to continually learn new tools while preserving its previously acquired skills.

ness of the model predictions for around one-
third of the error examples (an example included
in Table 6). The main reasons behind this are
1) the existence of tools with overlapping func-
tionalities that makes ground truth non-unique
and 2) the time-sensitive nature of certain tools
that prohibits consistent ground truths. Such dif-
ficulties in evaluating tool use are also noted in
existing work (Qin et al., 2024; Patil et al., 2023),
which is an open challenge for future work.
Errors after fine-tuning. We also examine the
errors of the most performant fine-tuned model
(Mistral-Instruct-7B) and summarize the notable
error causes compared with GPT-4, which shed
light on venues for future improvement.
¢ Commonsense/world knowledge (47.4%).

4.

ample where the model misunderstands the user
query which results in wrong arguments. Using
a stronger base LLM could mitigate such errors.
Grounding (21.1%). We find that some errors
are due to a lack of grounding, where the LLM
generates API calls that are semantically correct
but not grounded to the API constraints. One
example is given in Figure 3(c), where the model
correctly extracts the target entity but fails to link
it to the entity names supported by the API. This
could be improved by incorporating constraints
during decoding (Zhang et al., 2023; Shin et al.,
2021; Fang et al., 2023) or using fuzzy-matching
mechanisms.

4 Continual Tool Learning

Many tools require commonsense/world knowl- ~ While fine-tuning significantly outperforms ICL
edge. Figure 3(a) shows an example where  for tool use, one downside is the potential decrease
calling the API requires knowing the 4-character  of flexibility as discussed in §1 due to catastrophic
abbreviation of the target transit station, and here ~ forgetting (Kirkpatrick et al., 2017; Howard and
the model hallucinates a wrong abbreviation.  Ruder, 2018; Kumar et al., 2022; Luo et al., 2023).
This issue could be mitigated by scaling or  Since retraining the model from scratch is costly
additional knowledge retrieval. and hurts flexibility, we explore continual learn-

* Language understanding (31.6%). Certain er- ing (CL) and show that simple rehearsal (Scialom
rors are caused by a lack of basic language un- et al., 2022) seems to be sufficient for continual
derstanding abilities. Figure 3(b) shows one ex-  tool learning with STE.
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We randomly split the tools into 4 consecu-
tive batches to simulate the continual setting. For
rehearsal, during each round, we add 10% tool
use examples for each API from previous batches
into the replay buffer. For preserving general
non-tool-use capabilities, we also add in every
training round 2,000 random examples from Flan-
V2 (Longpre et al., 2023; Chung et al., 2022),
one of the highest quality general instruction
datasets (Wang et al., 2023a), and evaluate the
model on MMLU (Hendrycks et al., 2021) and
Big-Bench-Hard (BBH) (Suzgun et al., 2023). We
use Llama-Flan as the base model to ensure a fair
comparison of general capabilities on MMLU and
BBH (more details in Appendix B). Results in Ta-
ble 3 show that the model could drastically forget
previously learned tools without rehearsal, with
more distant ones being more severely forgotten.
Rehearsal largely mitigates forgetting—the CL-
trained model achieves comparable performance
as Llama-FT. General language abilities are also
retained as measured on MMLU and BBH. Overall,
we extend the findings of Scialom et al. (2022) on
the effectiveness of experience replay to the new
realm of LLM tool learning, demonstrating a fea-
sible way of flexibly adding new tools with the
proposed STE method.

5 Related Work

Tool-augmented language models. One of the fo-
cuses of extensive research in NLP is on augment-
ing models with retrieval/search engines that could
supplement extra knowledge (Guu et al., 2020;
Lewis et al., 2020; Izacard et al., 2022; Borgeaud
et al., 2022, inter alia). Recently, there has been a
trend towards augmenting LLMs with more diverse
types of tools, such as program executors, transla-
tion and QA models (Chen et al., 2023b; Gao et al.,
2023; Parisi et al., 2022; Schick et al., 2023), APIs
from developers and public repositories (Patil et al.,
2023; Qin et al., 2024; Xie et al., 2023), and tools
curated for specific environments (Gu et al., 2024)
to further expand the scope of problems that LLMs
can assist with.

Both fine-tuning and ICL are used to adapt an
LLM to use tools. Fine-tuning-based approaches
train the LLM to use tools on a set of tool-specific
demonstration examples (Schick et al., 2023; Parisi
etal., 2022), while ICL-based approaches (Lu et al.,
2023; Song et al., 2023; Shen et al., 2023; Liang
et al., 2023b; Gao et al., 2023) directly put the tool

descriptions and optionally (a small amount of)
tool-use demonstrations in the context. Hao et al.
(2023) propose a lightweight adaptation method
that expands the LLM’s vocabulary with trained
tool embeddings. Qin et al. (2024); Patil et al.
(2023); Tang et al. (2023) explore training mod-
els to better leverage API descriptions for tool use.
Our work aims to develop a framework that al-
lows equipping LLMs with stronger tool-use abili-
ties, motivated by how humans typically learn tools
through continual trial and error.

LLMs can learn from feedback. Recent
work found that LLMs are capable of im-
proving/correcting their predictions with feed-
back (Shinn et al., 2023; Madaan et al., 2023; Gan-
guli et al., 2023; Chen et al., 2024; Peng et al., 2023;
Kim et al., 2023; Pan et al., 2023). Our work is built
on top of these findings and uses an LLLM to pro-
gressively learn tools by leveraging feedback from
the tool execution and the LLM’s self-reflection.

Data synthesis & bootstrapping with LLMs.
Due to LLMs’ exposure to broad domains during
pretraining and their rapidly improving generation
abilities, recent work has explored using LLMs
for dataset synthesis, which alleviates the burden
of costly human annotations (Schick and Schiitze,
2021; Wang et al., 2023b; Honovich et al., 2023;
Li et al., 2023; Zelikman et al., 2022; Huang et al.,
2023). Such model-synthesized data can then be
utilized to improve models including themselves.
In the tool-learning domain, similar ideas have been
explored for tool-specific data synthesis (Schick
et al., 2023; Patil et al., 2023; Qin et al., 2024). Our
approach follows this line of work and takes a step
towards better comprehensiveness and diversity of
the synthesized tool-use examples.

Augmenting models with dynamic memory. Us-
ing memory mechanisms to allow models to dy-
namically gather and utilize experiences is an old
idea, e.g., Riesbeck (1981); Schank (1983). Re-
cent work also explores augmenting models with a
growing memory of user and environment feed-
back (Madaan et al., 2022; Shinn et al., 2023;
Zhong et al., 2023; Liang et al., 2023a; Zhao et al.,
2023; Modarressi et al., 2023; Hu et al., 2023). We
draw inspiration from these works and augment
the LLM with fine-grained short-term memory and
distilled long-term memory to enhance the LLM’s
progressive learning of tools.
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6 Conclusions

Motivated by how humans master tools through
continual interaction and reinforcement, we pro-
pose simulated trial and error, an LLM tool-
learning method built upon progressive memory-
based trial and error. Experiments on APIs drawn
from ToolBench show the effectiveness of the pro-
posed method, and also that rehearsal-based fine-
tuning could enable continual learning of new tools
with preserved previous skills.

Limitations

Iterative improvement. Currently, we use strong
models for exploration and smaller weak mod-
els for exploitation. The exploration-exploitation
could also be done iteratively as in prior work (Ak-
sitov et al., 2023; Zelikman et al., 2022), where the
reliance on the strong models could be diminished
gradually (e.g., only as evaluators) as the capabili-
ties of the models being enhanced improve.
Compositional tool use & planning. Another
important ability in the context of tool use is com-
posing/planning multiple tool calls to fulfill com-
plex queries, which goes in an orthogonal direction
as our focus here. Recent works show that the
core abilities of LLMs are encoded and elicited
from pretraining instead of injected through fine-
tuning/alignment (Zhou et al., 2023; Lin et al.,
2023), which suggests that extensive data prepara-
tion may not be required to adapt LLMs for com-
plex tool use, different from our focus where exten-
sive learning and exploration are always desired as
information is gained from the tool side.

Larger memory capacity beyond context limit.
The capacity of the augmented memory is limited
by the context length of the LLM. There are dif-
ferent kinds of approaches that could be used to
further scale up the memory, such as using addi-
tional retrieval modules (Wang and Li, 2023) or
having more hierarchical/compressed representa-
tions of the memory (Chen et al., 2023a).

Tool unlearning? While we explored continual
learning of new tools, the problem of unlearning
is also important as tools could get constantly un-
loaded/outdated. Knowledge unlearning is gener-
ally a challenging problem (Si et al., 2023), and
there could be specific designs that support easier
tool unlearning, such as ToolkenGPT (Hao et al.,
2023) which allows plug-and-play adaptation while
enabling learning with large-scale examples.
Limitations of example-based fine-tuning. Fi-

nally, there are also inherent limitations of example-
based methods for tool learning, in particular, the
difficulty of teaching the model when not to use
a tool through positive tool-use examples alone.
Some potential ways of improving this issue are
incorporating negative examples (e.g., using con-
trastive objectives) or carrying such parts of the
API alongside example-based training. We leave
these investigations to future work.
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A API Selection

We select 50 APIs from ToolBench*, a large collec-
tion of APIs from BMTools> and RapidAPI®. For
BMTools, we manually selected 10 high-quality
APIs. For RapidAPI, due to the large scale of API
pool (over 16k), we perform filtering by 1) select-
ing APIs that are free to use without subscription
needed; 2) sorting the APIs based on the rate limit
and latency and selecting the top 400 ones; 3) run-
ning a small scale exploration using ChatGPT to
interact with the API execution environment, and
selecting the top 40 ones based on the API call
success rate.

B Experimental Details

Fine-tuning. All model fine-tuning are done us-
ing the AdamW optimizer (Loshchilov and Hut-
ter, 2019) with 3 = (0.9,0.999), ¢ = 10~® and
no weight decay. We fine-tune the model for one
epoch with learning rate 2 x 1075, and a cosine
scheduler with warmup ratio 0.03, and batch size
64. All fine-tuning runs are done with 4 NVIDIA
A100/A6000 GPUs. The training examples are
truncated to 2,048 tokens.

Flan-V2 data & rehearsal. We use Flan-
V2 (Chung et al., 2022; Longpre et al., 2023) for re-
hearsal which is one of the highest quality general-
domain instruction tuning data (Wang et al., 2023a).
We use the data released by Wang et al. (2023a).”

C Example queries for all explored trials

Table 14, 15, 16 include the queries for all explored
trials for the forecast_weather API across differ-
ent settings (as indicated in the caption). Figure 4
includes the histogram of explored trials grouped
according to the inquired attribute, comparing STE
and STE without long-term memory. The results
clearly show that the memory mechanisms in STE
substantially improve the diversity and comprehen-
siveness of the exploration.

D Error Examples of GPT-4 and
Mistral-Instruct-7B

Table 4, 5, 6 include the error examples of GPT-
4, and Table 7, 8, 9 include the error examples of
fine-tuned Mistral-Instruct-7B referred by §4.2.

*https://github.com/OpenBMB/ToolBench
Shttps://github.com/OpenBMB/BMTools
®https://rapidapi.com/
"https://github.com/allenai/open-instruct

E Prompts

Table 10, 11 include the full prompt for simulated
trial and error. Table 10 includes the prompt for
self-refine with execution feedback and short-term
memory, and Table 11 includes the prompt for
long-term memory. Table 12 and 13 includes the
prompts for example filtering and paraphrasing re-
spectively.
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weather

maximum wind speed
current temperature
UV index

average humidity
average wind speed
wind speed

humidity level

sunrise and sunset time

chance of snow
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temperature
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maximum and minimum temperatures
average temperature

precipitation

maximum temperature

average visibility

hourly temperature B STE
STE w/o long-term memory
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% of trials

Figure 4: Histogram of explored trials grouped according to the inquired attribute. Long-term memory substantially
improves the diversity of the explored attributes.

User query: Which parks in San Francisco have hiking trails?

Ground truth API name: search_places

Description for ground truth API: Run Places search. Your input should be a json (args json schema): {"query":
string, }

Ground truth arguments: {"query": "parks in San Francisco with hiking trails"}

Predicted API: Geographic coordinates by placename

Description for predicted API: Returns geographic coordinates for the given placename (city, village, etc.). The
method returns the place whose name is most similar to the search string.", "required_parameters": [{"name":
"name", "type": "STRING", "description": "Placename", "default": "London"}, {"name": "lang", "type":

"ENUM", "description": "Two-letter language code (ISO639-1). The following values are available: en (english),

n, nn n,on

ru (russian)", "default": ""}], "optional_parameters": [{"name": "country", "type": "STRING", "description":
"Two-letter country code, ISO-3166 (optional). Default is all countries.", "default": ""}]

n,on

Predicted Arguments: {"name": "San Francisco", "lang": "en"

Table 4: Error example for GPT-4 (category: wrong API call). Here GPT-4 “overlooks” the Google Places API
which fulfills the query, and instead calls an API that retrieves the geographic coordinates of the target place.
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User query: What are the geographic coordinates for the city of Sydney, Canada?

Ground truth API name: Geographic coordinates by placename

Description for ground truth API: Returns geographic coordinates for the given placename (city, village,
etc.). The method returns the place whose name is most similar to the search string. Required parameters:
[{"name": "name", "type": "STRING", "description": "Placename", "default": "London"}, {"name": "lang",
"type": "ENUM", "description": "Two-letter language code (ISO639-1). The following values are available:
en (english), ru (russian)", "default": "

"nn

}1. Optional parameters: [{"name": "country", "type": "STRING",
"description": "Two-letter country code, ISO-3166 (optional). Default is all countries.", "default": ""}]
Ground truth arguments: {"name”: "Sydney”, "country”: "CA", "lang": "en"}

Predicted API: Geographic coordinates by placename
Description for predicted API: Returns geographic coordinates for the given placename (city, village, etc.). The

non

method returns the place whose name is most similar to the search string.", "required_parameters": [{"name":

non

"name", "type": "STRING", "description": "Placename", "default": "London"}, {"name": "lang", "type":
"ENUM", "description": "Two-letter language code (ISO639-1). The following values are available: en (english),
ru (russian)", "default": ""}], "optional_parameters": [{"name": "country", "type": "STRING", "description":
"Two-letter country code, ISO-3166 (optional). Default is all countries.", "default": ""}]

Predicted Arguments: [{"name”: "Sydney"”, "country"”: "CA"}

Table 5: Error example for GPT-4 (category: wrong API arguments). Here GPT-4 chooses the right tool but fails to
fill in the required “lang” keyword.

User query: What are the main causes of climate change?
Ground truth API name: search
Description for ground truth API: The input is an exact entity name. The action will search this entity name
on Wikipedia and returns the first five sentences if it exists. If not, it will return some related entities to search
next. Your input should be a json (args json schema): {"entity": string, }
Ground truth arguments: {"entity": "causes of climate change"}

" Predicted API: search_general
Description for predicted API: Run query through GoogleSearch and parse result. Your input should be a json
(args json schema): {"query": string, }

Predicted Arguments: {"query": "main causes of climate change"}

Table 6: Error example for GPT-4 (category: hard to judge correctness). Here GPT-4 calls the Google Search API
which could also be a valid choice besides the ground truth.

User query: What is the current advisory information for the Union City station?
Ground truth API name: BART - Advisory information
Description for ground truth API: The BART API gives you access to pretty much all of the BART service
and station data available on the BART website. "required_parameters": [{"name": "cmd", "type": "STRING",
"description": "See more examples http://api.bart.gov/docs/overview/examples.aspx", "default": "bsa"}], "op-
tional_parameters": [{"name": "orig", "type": "STRING", "description": "Optional station filter. Uses 4
character BART station abbreviations (http://api.bart.gov/docs/overview/abbrev.aspx)", "default": ""}]
Ground truth arguments: {"cmd": "bsa", "orig": "UCTY"}

" Predicted API: BART - Advisory information
Predicted Arguments: {"cmd": "bsa", "orig"”: "UNION"}

Table 7: Error example of Mistral-Instruct (7B) after fine-tuning. Here the model hallucinates a wrong abbreviation
for the target station due to a lack of commonsense/world knowledge.
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User query: What are the ongoing giveaways for PC game keys on the GOG platform?

Ground truth API name: GamerPower - Filter & Group Giveaways

Description for ground truth API: "Find all free games, loot and giveaways with this giveaway tracker API
powered by GamerPower.com! Access programmatically the best giveaways in gaming! Filter and group
platforms and giveaway types to get personalized results.", "required_parameters": [{"name": "platform", "type":
"STRING", "description": "", "default": "epic-games-store.steam.android"}], "optional_parameters": [{"name":
"type", "type": "STRING", "description": "", "default": "game.loot"}]

Ground truth arguments: {"platform”: "gog", "type": "game.key"}

Predicted API: GamerPower - Filter & Group Giveaways

Predicted Arguments: {"platform”: "pc”, "type": "game.key"}

Table 8: Error example of Mistral-Instruct (7B) after fine-tuning. Here the model makes a mistake on understanding
the user query and predicts the wrong argument for “platform”.

User query: Can you provide the total number of matches played between Leeds United and Sheffield Wednesday
in the English Premier League?

Ground truth API name: Football Dolphin - Head to head statistics

Description for ground truth API: This Api returns statistical data about English Premier League. Click

"

on the link to view all endpoints in one web app https://football-dolphin-web-app.up.railway.app/. "re-
quired_parameters": [{"name": "first_team", "type": "STRING", "description": "**Enter first team from
all available teams:** Arsenal, Aston Villa, Barnsley, Birmingham, Blackburn, Blackpool, Bolton, Bournemouth,
Bradford, Brighton, Burnley, Cardiff, Charlton, Chelsea, Coventry, Crystal Palace, Derby, Everton, Fulham,
Huddersfield, Hull, Ipswich, Leeds, Leicester, Liverpool, Man City, Man United, Middlesbrough, Newcastle,
Norwich, Nott’m Forest, Portsmouth, QPR, Reading, Sheffield United, Sheffield Weds, Southampton, Stoke,
Sunderland, Swansea, Tottenham, Watford, West Brom, West Ham, Wigan, Wimbledon, Wolves", "default":
"Man United"}, {"name": "second_team", "type": "STRING", "description": "**Enter second team from all
available teams:** Arsenal, Aston Villa, Barnsley, Birmingham, Blackburn, Blackpool, Bolton, Bournemouth,
Bradford, Brighton, Burnley, Cardiff, Charlton, Chelsea, Coventry, Crystal Palace, Derby, Everton, Fulham,
Huddersfield, Hull, Ipswich, Leeds, Leicester, Liverpool, Man City, Man United, Middlesbrough, Newcastle,
Norwich, Nott’m Forest, Portsmouth, QPR, Reading, Sheffield United, Sheffield Weds, Southampton, Stoke,
Sunderland, Swansea, Tottenham, Watford, West Brom, West Ham, Wigan, Wimbledon, Wolves", "default":
"Liverpool"}, {"name": "type_of_statistics", "type": "STRING", "description": "**Enter one from available
types of statistics:** full time result, home vs away full time result, result first half and the match,exact number
of goals in the match, goals over, goals under"”, "default": "full time result"}]

Ground truth arguments: {"first_team": "Leeds", "second_team": "Sheffield Weds", "type_of_statistics": "full
time result"}

" Predicted APL: Football Dolphin - Head to head statistics

Predicted Arguments: {"first_team": "Leeds United", "second_team": "Sheffield Weds", "type_of_statistics":

"full time result"}

Table 9: Error example of Mistral-Instruct (7B) after fine-tuning. Here the model correctly extracts the target entity
but fails to ground it to the set of supported entities of the tool.
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Your task is to answer the user’s query as best you can. You have access to the following tools which you can use via API call to
help with your response:

{api_descriptions }

Now you have the chance to explore the available APIs. You can do this by 1) synthesizing some natural user query that calling the
API could help, and 2) trying to respond to the user query with the help of the APIs. Here, you can focus on queries that only require
calling the API once.

Now, first input your synthesized user query. You should make the query natural - for example, try to avoid using the provided API
descriptions or API names in the query, as the user does not know what APIs you have access to. Also, try to make the query as
specific as possible. Input just the user query alone; do NOT solve the query for now.

User Query:

Now, try to respond to the query using the available APIs.

The format you use the API is by specifying 1) Action: the API function name you’d like to call 2) Action Input: the input parameters
of the API call in a json string format. The result of the API call will be returned starting with "Observation:". Remember that you
should only perform a SINGLE action at a time, do NOT return a list of multiple actions.

Reminder:

1) the only values that should follow "Action:" are: {api_names}

2) use the following json string format for the API arguments:

Action Input:

{
"key_1": "value_1",
"key_n": "value_n"
}
Remember to ALWAYS use the following format:
Thought: you should always think about what to do next
Action: the API function name
Action Input: the input parameters of the API call in json string format
Observation: the return result of the API call. This is what I will provide you with; you do not need to repeat it in your response.
... (this Thought/Action/Action Input/Observation can repeat N times)
Thought: I now know the final answer
Final Answer: the response to the user query

Begin! Remember that your response should never start with "Observation:" since that is what I will provide you with. Once you
have enough information, please immediately use

Thought: I now know the final answer

Final Answer:

User Query (the same you just synthesized): {query}

Now you know a bit more about the API. You can synthesize another user query to explore the API a bit further and consolidate
your understanding of the API, based on things that you discovered about this API. Again, just input the user query alone; do NOT
solve the query for now.

User Query:

Now try to solve the query using the API. Remember to follow the same format, i.e,
Thought:

Action:

Action Input:

Observation:

Final Answer:

Table 10: Prompt for self-refine with execution feedback and short-term memory.
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Below are queries you have already explored and whether you successfully solved them with the API’s help:
{long_term_memory}

Based on these, try to explore queries that can help you understand the API further; avoid synthesizing queries that are too close to
the existing ones.

Table 11: Prompt for long-term memory.

An assistant is trying to respond to the user query with the help of some APIs. The APIs that the assistant has access to are as
follows:

{api_descriptions }

Now, your task is to evaluate how well the assistant did the job. Check carefully the following aspects of the assistant’s response:
1) whether the response answers the user’s query in an informative way. For example, if the API calls are unsuccessful and the agent
can’t find the answer to the request, you should say "No."

2) whether the response is faithful with respect to the execution results of the API calls. The response should not include information
that cannot be supported by the API call feedback,

3) whether the assistant used the API calls appropriately. For example, the assistant should always use relevant API calls for queries
about up-to-date information or complex calculations,

For each of the three aspects, you should say "Yes" or "No" indicating whether the assistant did a good job in that aspect, and
explain the reason behind your judgment. Your output should follow the format below, where "<explanation>" should be your actual
explanation for the corresponding judgment:

1) Yes/No. <explanation>

2) Yes/No. <explanation>

3) Yes/No. <explanation>

Now, the user query is:

{query}

The assistant’s API calls and the corresponding execution results are:

{chains}

The assistant’s final response is:

{final_ans}

Now, your evaluation is (remember to follow the previous format):

Table 12: Prompt for example filtering.

Below you will be given a user query. Try to paraphrase it in a different way while preserving its meaning. The query is:

{query}
Your paraphrase of the query:

Can you try to paraphrase it again in a new way? Avoid coming up with something too close to your previous ones. Your paraphrase:

Table 13: Prompt for query paraphrasing.
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What is the UV index in San Francisco for the next 3 days?

What is the UV index in Sydney for the next 3 days?

What is the average humidity in Miami Beach for the next 5 days?

What is the average temperature in Los Angeles for the next 3 days?

What is the average temperature in Miami for the next 5 days?

What is the average temperature in San Francisco for the next 3 days?
What is the average temperature in Sydney for the next 10 days?

What is the average visibility in New York City for the next 3 days?

What is the average visibility in Tokyo for the next 4 days?

What is the average wind speed in Chicago for the next 7 days?

What is the chance of rain in London for the next 3 days?

What is the chance of rain in Los Angeles for the next 7 days?

What is the chance of rain in Miami Beach for the next 3 days?

What is the chance of rain in San Francisco for the next 3 days?

What is the chance of rain in San Francisco for the next 5 days?

What is the chance of rain in Seattle for the next 7 days?

What is the chance of rain in Sydney for the next 5 days?

What is the chance of rain in Tokyo for the next 7 days?

What is the chance of snow in Boston tomorrow?

What is the chance of snow in Chicago for the next 5 days?

What is the chance of snow in Denver for the next 3 days?

What is the chance of snow in New York City for the next 5 days?

What is the chance of snow in Paris for the next 3 days?

What is the forecasted wind speed in London for the next 5 days?

What is the hourly precipitation forecast in New York City for the next 24 hours?
What is the hourly precipitation forecast in Seattle for the next 24 hours?
What is the hourly temperature forecast for Chicago tomorrow?

What is the hourly temperature forecast in Los Angeles for the next 24 hours?
What is the hourly temperature forecast in New York City for the next 12 hours?
What is the hourly temperature forecast in San Francisco for the next 12 hours?
What is the hourly wind speed forecast in Miami tomorrow?

What is the maximum temperature in Sydney for the next 7 days?

What is the maximum wind speed in Los Angeles for the next 2 days?
What is the sunrise and sunset time in Paris tomorrow?

What is the sunrise and sunset time in Tokyo tomorrow?

What is the temperature range in Sydney for the next 3 days?

What is the total precipitation in Sydney for the next 10 days?

What is the total precipitation in Tokyo for the next 7 days?

What is the weather forecast in Miami for the next week?

What is the wind forecast in San Francisco for the next 7 days?

What will be the average temperature in London for the next 5 days?

What will be the average temperature in Seattle for the next 7 days?

What will be the average temperature in Tokyo for the next 7 days?

What will be the average visibility in Miami for the next 7 days?

What will be the average wind speed in San Francisco for the next 3 days?
What will be the chance of rain in San Diego for the next 7 days?

What will be the humidity level in London for the next 5 days?

What will be the maximum temperature in Chicago for the next 5 days?
What will be the maximum temperature in London for the next 10 days?
What will be the maximum temperature in Los Angeles for the next 7 days?
What will be the maximum temperature in Madrid for the next 7 days?
What will be the maximum temperature in Paris for the next 7 days?

What will be the maximum temperature in Sydney for the next 5 days?
What will be the maximum temperature in Tokyo for the next 10 days?
What will be the maximum wind speed in San Francisco for the next 5 days?
What will be the weather like in New York City for the next 5 days?

What will be the wind speed forecast in Boston for the next 3 days?

What will be the wind speed in Chicago tomorrow morning?

Will it rain in Seattle tomorrow?

Will it snow in Denver next week?

Table 14: Queries in all explored trials (prefix-sorted). Setting: STE (both short-term and long-term memory).
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Is it going to rain in London tomorrow?

What will be the temperature in San Francisco on Thursday?
What will be the weather like in Barcelona on Friday?

What will be the weather like in Berlin next Wednesday?
What will be the weather like in Chicago in the next 7 days?
What will be the weather like in Denver in the next 5 days?
What will be the weather like in London in the next 2 days?
What will be the weather like in London in the next 3 days?
What will be the weather like in London in the next 5 days?
What will be the weather like in London next Friday?

What will be the weather like in London on Sunday?

What will be the weather like in Los Angeles in the next 3 days?
What will be the weather like in Los Angeles on Monday?
What will be the weather like in Madrid in the next 5 days?
What will be the weather like in Madrid on Sunday?

What will be the weather like in Miami in the next 7 days?
What will be the weather like in Miami on Friday?

What will be the weather like in Miami on Sunday?

What will be the weather like in Miami on Wednesday?

What will be the weather like in New York City in the next 5 days?
What will be the weather like in New York City next Saturday?
What will be the weather like in New York City on Thursday?
What will be the weather like in Paris in the next 3 days?
What will be the weather like in Paris next Monday?

What will be the weather like in Paris on Sunday?

What will be the weather like in San Antonio in the next 10 days?
What will be the weather like in San Francisco on Friday?
What will be the weather like in San Francisco on Saturday?
What will be the weather like in Seattle in the next 5 days?
What will be the weather like in Sydney in the next 5 days?
What will be the weather like in Sydney in the next 7 days?
What will be the weather like in Sydney next Monday?

What will be the weather like in Sydney next Tuesday?

What will be the weather like in Sydney next Wednesday?
What will be the weather like in Sydney on Monday?

What will be the weather like in Sydney on Saturday?

What will be the weather like in Tokyo in the next 3 days?
What will be the weather like in Tokyo in the next 4 days?
What will be the weather like in Tokyo in the next 7 days?
What will be the weather like in Tokyo next Sunday?

What will be the weather like in Tokyo next Tuesday?

What will be the weather like in Tokyo on Friday?

What will be the weather like in Tokyo on Monday?

What will be the weather like in Tokyo on Saturday?

What will be the weather like in Tokyo on Sunday?

What will be the weather like in Tokyo on Thursday?

What will be the weather like in Tokyo on Wednesday?

What will the weather be like in Barcelona in the next 7 days?
What will the weather be like in Miami next Monday?

What will the weather be like in Paris on Monday?

What will the weather be like in Sydney next Wednesday?
What will the weather be like in Tokyo tomorrow?

Will it be cloudy in Tokyo tomorrow?

Will it be hot in Miami next week?

Will it be rainy in Seattle tomorrow?

Will it be sunny in Madrid tomorrow?

Will it be sunny in San Francisco next Thursday?

Will it be sunny in San Francisco on Wednesday?

Will it rain in London in the next 3 days?

Will it rain in Sydney tomorrow?

Table 15: Queries in all explored trials (prefix-sorted). Setting: STE with no short-term memory.
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Can I get the hourly weather forecast for tomorrow in New York City?
Can you provide the weather forecast for the next 10 days in Los Angeles?
How accurate is the weather forecast for the upcoming week?

What is the average visibility in Paris for the next 7 days?

What is the chance of rain in Los Angeles tomorrow?

What is the chance of rain in Miami for the next 3 days?

What is the chance of rain in Seattle tomorrow?

What is the chance of rain in Sydney for the next 7 days?

What is the chance of rain in Tokyo for the next 5 days?

What is the current temperature in Los Angeles?

What is the current temperature in New York City?

What is the current weather condition in Sydney?

What is the forecasted temperature for Paris tomorrow?

What is the forecasted temperature in Los Angeles for the next 10 days?
What is the forecasted weather for New York City for the next 5 days?
What is the forecasted wind speed for Los Angeles tomorrow?

What is the hourly weather forecast for Los Angeles tomorrow?

What is the hourly weather forecast for Los Angeles tomorrow?

What is the weather forecast for London tomorrow?

What is the weather forecast for Los Angeles tomorrow?

What is the weather forecast for Tokyo in the next 10 days?

What is the weather forecast for the next 10 days in London?

What is the weather forecast for the next 2 days in London?

What is the weather forecast for the next 3 days in Paris?

What is the weather forecast for the next 5 days in Los Angeles?

What is the weather forecast for tomorrow in New York City?

What is the wind speed in Paris tomorrow?

What will be the average humidity in Tokyo for the next 3 days?

What will be the average wind speed in Seattle for the next 3 days?
What will be the maximum and minimum temperatures in London tomorrow?
What will be the maximum temperature in London tomorrow?

What will be the maximum wind speed in Paris tomorrow?

What will be the temperature in London in the next 3 days?

What will be the temperature in San Francisco tomorrow?

What will be the weather conditions in London for the next 7 days?
What will be the weather forecast for London tomorrow?

What will be the weather forecast for New York City in the next 5 days?
What will be the weather forecast for Seattle over the next 5 days?
What will be the weather forecast for Sydney next week?

What will be the weather forecast for the next 5 days in New York City?
What will be the weather in New York City for the next 5 days?

What will be the weather like in London for the next 3 days?

What will be the weather like in London for the next 7 days?

What will be the weather like in New York City for the next 5 days?
What will be the weather like in New York City for the next 5 days?
What will be the weather like in New York City for the next 5 days?
What will be the weather like in New York City for the next three days?
What will be the weather like in New York City in the next 5 days?
What will be the weather like in Paris for the next 10 days?

What will be the weather like in San Francisco for the next 5 days?
What will be the weather like in San Francisco tomorrow?

What will be the weather like in Tokyo for the next 7 days?

What will the weather be like in London for the next 5 days?

What will the weather be like in London for the next 7 days?

What will the weather be like in Los Angeles for the next 3 days?

What will the weather be like in New York City for the next 5 days?
What will the weather be like in New York City for the next 5 days?
What will the weather be like in New York City tomorrow?

Will it rain in Los Angeles tomorrow?

Will it rain in San Francisco tomorrow?

Table 16: Queries in all explored trials (prefix-sorted). Setting: STE with no long-term memory.
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