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Abstract

Text-to-image diffusion models (T2I) use a la-
tent representation of a text prompt to guide
the image generation process. However, the
process by which the encoder produces the
text representation is unknown. We propose
the DIFFUSION LENS, a method for analyz-
ing the text encoder of T2I models by gener-
ating images from its intermediate representa-
tions. Using the DIFFUSION LENS, we perform
an extensive analysis of two recent T2I mod-
els. Exploring compound prompts, we find that
complex scenes describing multiple objects are
composed progressively and more slowly com-
pared to simple scenes; Exploring knowledge
retrieval, we find that representation of uncom-
mon concepts require further computation com-
pared to common concepts, and that knowledge
retrieval is gradual across layers. Overall, our
findings provide valuable insights into the text
encoder component in T2I pipelines.1

1 Introduction

The text-to-image (T2I) diffusion pipeline com-
prises two main elements: the text encoder and
the diffusion model. The text encoder converts a
textual prompt into a latent representation, while
the diffusion model utilizes this representation to
generate the corresponding image. Several recent
studies have delved into the internal workings of
the diffusion model and the cross-attention mecha-
nism that connects the two components (Tang et al.,
2023; Hertz et al., 2023; Orgad et al., 2023; Chefer
et al., 2023a). Yet, while the text encoder is a key
component of the pipeline with a large effect on
image quality and text-image alignment (Saharia
et al., 2022), its internal mechanisms remain un-
explored. Moreover, while there is a wide range
of work that has analyzed general language model
internals (Belinkov and Glass, 2019; Rogers et al.,

1Code and data are available on the project webpage
tokeron.github.io/DiffusionLensWeb.

Figure 1: Visualization of the text encoder’s interme-
diate representations using the DIFFUSION LENS. At
each layer of the text encoder (in blue), the DIFFUSION
LENS takes the full hidden state, passes it through the
final layer norm, and feeds it into the diffusion model.

2020; Madsen et al., 2022), these methods are not
suitable for exploring fine-grained visual features.

We propose the DIFFUSION LENS, a method for
analyzing the inner mechanism of the text encoder.
The DIFFUSION LENS uses intermediate represen-
tations of the prompt from various layers of the text
encoder to guide the diffusion process, resulting in
images that are clear, consistent, and easy to under-
stand for most layers (see Figure 1). Notably, the
DIFFUSION LENS relies solely on the pre-trained
weights of the model and does not depend on any
external modules.

We employ the DIFFUSION LENS to examine the
computational process of the text encoder in two
popular T2I models: Stable Diffusion (Rombach
et al., 2022) and Deep Floyd (StabilityAI, 2023).
Our investigation focuses on two main analyses:
the model’s capability of conceptual combination
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Figure 2: Insights gained from using DIFFUSION LENS. Conceptual Combination (left): early layers often act
as a “bag of concepts”, lacking relational information which emerges in later layers. Memory Retrieval (right):
uncommon concepts gradually evolve over layers, taking longer to generate compared to common concepts.

and its memory retrieval process. For each analysis,
we either construct a tailored dataset to isolate a
specific phenomenon or utilize naturally occurring
human-written image captions.

Our analysis of conceptual combination reveals
various insights: (1) Complex prompts such as “A
yellow pickup truck and a pink horse” require more
computation to achieve a faithful representation
compared to simpler prompts such as “A green cat”.
(2) Complex representations are built gradually: as
illustrated in Figure 22 (Left), images generated
from early layer representations typically encode
concepts separately or together without capturing
their correct relationship, resembling more of a
“bag of concepts”. Images from subsequent lay-
ers encode the relationships more accurately. (3)
The order in which objects emerge during compu-
tation is influenced by either their linear or syn-
tactic precedence in the sentence. Here, we find
a difference between the two examined models:
Deep Floyd’s text encoder, T5 (Raffel et al., 2020),
shows a greater sensitivity to syntactic structure,
while Stable Diffusion’s text encoder, CLIP (Rad-
ford et al., 2021), tends to reflect linear order.

Next, we investigate memory retrieval, and un-
cover several key findings: (1) Common concepts,
such as “Kangaroo”, emerge in early layers while
less common ones, such as the animal “Dik-dik”,
gradually emerge across the layers, with the most
accurate representations predominantly occurring
in the upper layers, as illustrated in Figure 22
(Right, top). (2) Fine details, like human facial
features, materialize at later layers, as shown in Fig-

ure 22, with the prompt “A photo of Steve Jobs”.
(3) Knowledge retrieval is gradual, unfolding as
computation progresses. This observation diverges
from prior research on knowledge encoding in lan-
guage models which characterizes knowledge as a
localized attribute encoded in specific layers (Geva
et al., 2022; Meng et al., 2022; Arad et al., 2023).
(4) Notably, there are discernible differences in
memory retrieval patterns between the two text
encoders: Deep Floyd’s T5 memory retrieval ex-
hibits a more incremental behavior compared to
Stable Diffusion’s CLIP. The disparities uncovered
through our analyses suggest that factors such as
architecture, pretraining objectives, or data may
influence the encoding of knowledge or language
representation within the models.

Our contributions are summarized as follows:
• We develop the DIFFUSION LENS, a new in-

trinsic method for analyzing the intermediate
states of the text encoder within T2I pipelines.

• We conduct thorough experiments that reveal
insights on the computational mechanisms of
text encoders in the T2I pipeline. Our findings
shed light on how factors such as complexity,
frequency, and syntactic structure impact the
encoding process.

2 Diffusion Lens

Preliminiaries. Current text-to-image diffusion
models comprise two main components (Saharia
et al., 2022; Ramesh et al., 2022): a language model
used as a text encoder that takes the textual prompt
as input and produces latent representations; and
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a diffusion model that is conditioned on the repre-
sentations from the text encoder and generates an
image from an initial input noise.

The language model in the T2I pipeline is typ-
ically a transformer model. Transformer models
consist of a chain of transformer blocks, each com-
posed of three sub-blocks: attention, multi-layer
perceptron, and layer norm (Vaswani et al., 2017).

We denote the transformer block at layer l as Fl.
The input to the model is a sequence of T word
embeddings, denoted as h0 = [h01, . . . , h

0
T ]. Then,

the output of the transformer block at layer l is a
sequence of hidden states hl+1:

hl+1 = Fl(h
l) (1)

The output representations of the last block, L,
go through a final layer norm, denoted as lnf .
Then, they condition the image generation process
through cross-attention layers, resulting in an im-
age I . We abstract this process as:

I = Diff(lnf (h
L)) (2)

Diffusion Lens. In a T2I pipeline with a text
encoder of L layers, for layer l < L, we process
the output of block l, including padding tokens,
through the final layer norm. We condition the
diffusion process on this output, as illustrated in
Figure 1. Namely, we generate an image I from an
intermediate layer l as follows:

I = Diff(lnf (h
l)) (3)

The final layer norm is a crucial step in generating
coherent images (see Appendix A.3). It projects the
representations into the cross-attention embedding
space without the caveat of adding new information
to the representation, as may happen with learned
projections. This process generates an image rep-
resenting the intermediate state of the text-encoder
as interpreted by the diffusion model.

3 Experimental Setup
Models. The experiments are performed on Sta-
ble Diffusion 2.1 (denoted SD, Rombach et al.,
2022) and Deep Floyd (denoted DF, StabilityAI,
2023). SD is an open-source implementation
of latent diffusion (Rombach et al., 2022), with
OpenCLIP-ViT/H (Ilharco et al., 2021) as the text-
encoder. DF is another open-source implementa-
tion of latent diffusion inspired by Saharia et al.
(2022), with a frozen T5-XXL (Raffel et al., 2020)
as the text encoder. We usually only report the re-
sults on DF, unless there is a difference between

the models, which we then discuss. The full results
on SD are given in Appendix E.

Data. Depending on the specific experiment, we
either curate prompt templates and automatically
generate a list of prompts from a collected list of
concepts we are interested in investigating, or use
a list of natural, handwritten prompts from COCO
(Lin et al., 2015). The data for each experiment is
detailed in the next sections. With each prompt, we
generate images that are conditioned on representa-
tions from every fourth layer in the model, which
serves as a representative subset. This results in 7
images for DF (which has 25 layers in total) and 6
images for SD (which has 24). We generate each
prompt using four seeds.

Evaluation. In every experiment we ask ques-
tions about the images at every layer, e.g., “Does
the prompt correspond to the generated image”; or,
if there are two objects in the prompt, “Does object
A appear in the generated image?”. We describe
the questions in detail for every experiment below.
To analyze the representation building process of
successful generations, we report our main find-
ings on cases where all the images from the last
layer align with the prompt. We separately analyze
model failures in Section 6.

We annotated the generated images using both
human annotators and GPT-4V (OpenAI, 2023).
For the human evaluation, we collected answers to
the questions by ten human annotators, with 10%
overlap to measure inter-annotator agreement. We
found a high agreement between GPT-4V and the
humans (Table 2, App. B). We provide the main
results based on the human annotations; however,
our results support the use of automatic annotation
to allow larger scale and reduced cost. Overall,
we collected answers to roughly 66, 560 questions,
37% of them by GPT-4V. For full details on the
annotation process, inter-annotator agreement, and
integration with GPT-4V, refer to Appendix B.

4 Conceptual Combination
T2I diffusion models are popular for their ability
to generalize beyond their training data, creating
composite concepts (Ramesh et al., 2022). Concep-
tual combination is the cognitive process by which
at least two existing basic concepts are combined
to generate a new higher-order, composite concept
(ling Wu and Barsalou, 2009). Conceptual combi-
nation is at the core of knowledge representation,
since it asks how the meaning of a complex phrase
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Figure 3: Percentages of prompt-matching images
across various layers. As prompts become more com-
plex, DIFFUSION LENS has to utilize more layers to
extract a correct image.

connects to its component parts (Hampton, 2013),
e.g., “A cat in a box”. This section uses the DIFFU-
SION LENS to trace the process by which the text
encoder creates composite concepts.

4.1 Building complex scenarios

This study investigates the text encoder’s ability to
combine concepts at varying levels of complexity.
We utilize COCO classes (Lin et al., 2015) as a
diverse set of prompts with readily identifiable vi-
sual meanings. Each experiment commences with
a simple list of objects as prompts, progressively
increasing in complexity as outlined subsequently.

Colors and conjunction. We compile three lists
of prompts: (1) objects (e.g., “a dog”); (2) objects
with color description (“a red dog”); and (3) two ob-
jects with colors (“a red dog and a white cat”). To
investigate how conceptual combination emerges
through the layers, we annotated a random sample
of 80 prompts,2 asking the following questions for
each layer: (a) Does object X appear in the image?
(b) Does color X appear in the image? (c) Does
object X appear in the correct color? X is either the
1st or the 2nd object, for a total of 6 questions.

Physical relations. We compile two lists of
prompts: (1) objects, (2) prompts describing two
objects and a preposition: either “in” or “on”. For
example, “A cat in a box”. We sample 40 prompts.
We ask three questions: (a-b) Does object X appear
in the image? and (c) Is object A in/on object B?

Results

The simpler the concept, the earlier it emerges.
Figure 3 shows the percentage of images that cor-
rectly generated the concepts for each category: an

2In this experiment, human annotators annotated 40
prompts and GPT4-V annotated an additional 40.

Figure 4: Complex prompts take more computation
blocks to emerge.

Figure 5: The proportion of images where either the
object, the colors, or both were present, and where either
the objects or the colors were accurately represented.

object, an object and a color, and two colored ob-
jects. Prompts describing a single object emerge
the earliest, between layers 4 and 16, while prompts
containing a color descriptors emerge in layers 16–
20. Conjunction prompts emerge last, around lay-
ers 20–24. As demonstrated in Figure 4, “A cow”
is fully represented by layer 8, while “A yellow dol-
phin” does not correctly form until layer 16. Lastly,
“A pink snail and an orange donut” only fully forms
at much later layers, correctly matching the objects
and colors at the final layer, 24.

Complex representations are constructed grad-
ually. We continue with the complex prompts of
two colored objects. Figure 5 aggregates the an-
swers to illustrate the behavior of either or both
objects appearing in intermediate layers. Colors
often emerge first, with both colors often emerging
in early layers in DF (in SD, the two objects appear
before two colors). A single object is also gradu-
ally represented in layers 4-12. Notably, while the
colors and one of the objects appear, the object is
not necessarily generated in the correct color. This
can be seen in the first example in Figure 6: While
a raccoon and a rocket do appear, and the image
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Figure 6: Complex representations are constructed grad-
ually. In some cases, objects are mixed in early repre-
sentations. In other cases, only one of the objects appear
in early representations.

Antecedent first Antecedent second

Model 1st noun 2nd noun 1st noun 2nd noun

DF (T5) 50.8% 33.87% 35.50% 51.60%
SD (Clip) 58.4% 23.80% 54.90% 27.90%

Table 1: The percentage of prompts in each group where
the antecedent noun (either the first or the second noun
mentioned) appeared earlier.

contains both blue and pink elements, the rocket
is not blue until the final layer. In some cases, we
observe a mixture of concepts in early layers, as
seen in the second example of Figure 6. Similarly,
the bottom two examples in Figure 6 show prompts
composing two objects and a proposition. As with
colors, we observe that individual objects appear in
early layers but the correct relation emerges much
later. For example, “A cake on a cloud” generates
images of both a cake and a cloud, with different
relations; at layer 8 the cake is decorated with a
cloud and in layer 20 the clouds are depicted as
frosting. The correct relation is only generated at
the final layer. We provide a more detailed discus-
sion of prepositions in Appendix A.1. The patterns
we see in these prompts suggest that the early repre-
sentations of the text encoder behave like a “bag of
concepts”, with a representation for each concept
but no clear relations between them.

4.2 Syntactic dependencies

To investigate the order in which different objects
emerge, we focus on the association between syn-

Figure 7: Difference between DF and SD models. The
antecedent is marked in yellow and the descendant is
marked with blue. In many cases, the antecedent ap-
pears in an earlier layer in DF, while the first noun tends
to appear first in SD, regardless of its syntactic role.

tactic depth and the appearance order of nouns.
Specifically, we explore whether, in a dependency
path where noun A precedes noun B, noun A ap-
pears at earlier layers through DIFFUSION LENS.
Using 63K prompts from COCO that we parsed
with Stanza (Qi et al., 2020), we filtered for in-
stances with two nouns per prompt and analyzed
the dependency relations between the nouns. We
categorized the data based on the linear position
of the antecedent and generated images with 40
random samples from each group. For each genera-
tion and intermediate layer, and each object X, we
queried whether object X appears in the image.

Results. First, we sometimes observe a “race”
between the nouns: in 11.9% of the cases in DF, the
object that appears in an earlier layer disappears at a
later layer, while the other object takes dominance.
See Appendix A.2 for examples.

Second, Table 1 presents information on the or-
der of generation for both models, revealing that
the sequence in which objects emerge during the
computation process is determined by either their
linear or their syntactic precedence, depending on
the particular text encoder. In DF’s T5 text en-
coder, slightly over half of the instances feature
the antecedent appearing at an earlier layer than
the descendant, with a smaller fraction showing
the opposite, and the rest indicating simultaneous
appearances. This holds true regardless of linear
order. Conversely, in SD’s CLIP, the first noun
tends to appear before the second more frequently,
irrespective of the syntactic role. See Figure 7 for
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Figure 8: Common vs. uncommon animals across lay-
ers. Common animals emerge at much earlier layers.

Figure 9: Subset of layers encoding different features in
the process of uncommon animal generation.

a qualitative example of this case.
While the two models differ in multiple respects

(architecture, pretraining data, training objective,
and more), it is intriguing to observe that T5,
trained on a language modeling objective, demon-
strates a greater awareness of syntactic structure
compared to CLIP – a model trained to align pairs
of prompts and images without a specific language
modeling objective. This discrepancy points to a
possible impact of training objectives on the mod-
els’ representation building process.

5 Memory Retrieval

Text-to-image diffusion models are able to re-
trieve information of many concepts (Ramesh et al.,
2022), encompassing entities like notable individu-
als, animals, and more. Memory retrieval—the re-
call of stored information—involves a constructive
process rooted in the interactive dynamics between
memory trace features and retrieval cue character-
istics (Smelser et al., 2001). In this section, we
leverage the DIFFUSION LENS to scrutinize the
memory retrieval mechanism in the text encoder.

5.1 Common and Uncommon Concepts

We investigate whether there is a difference in the
generation process for prompts describing common
and uncommon concepts, using a list of common

Figure 10: Incremental progression in DF versus early
knowledge representation in SD.

and uncommon animals.3 Commonality in this
context does not refer to the commonality of an
animal in the world, but rather to its commonal-
ity in the training data. As a proxy to measure
commonality in the training data, we utilized the
average daily view statistics of Wikipedia pages
from October 2022 to October 2023. An animal
was deemed “common” if it had an average of 1500
visits per day on its Wikipedia page (e.g., kanga-
roo), while one having fewer than 800 visits per
day was deemed “uncommon”. We verified this
distinction by examining the frequencies of species
names in the LAION2B-en dataset (Schuhmann
et al., 2022), extracted by Samuel et al. (2024),
and found that the frequency of common species
was greater than that of uncommon species with
statistical significance (Appendix C).

Since the model may have seen the uncommon
animals less frequently during training, their gener-
ation may take longer. We annotate each image by
asking if the specific animal in the prompt appears
in the generated image.

Results. As summarized in Figure 8, common
concepts emerge early, as early as layer 8 out of 24.
In contrast, uncommon concepts gradually become
apparent across the layers, with accurate images
generated primarily at the top layers.

5.2 Gradual Retrieval of Knowledge

To delve deeper into the knowledge retrieval pro-
cess, we pose additional questions for uncommon
animal: (a) Is there an animal in the image? (b)

3We use animal species as we found that models can cor-
rectly generate images of uncommon species, unlike uncom-
mon objects and celebrities.
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Figure 11: Intricate details are refined gradually.

Does the image feature an X? where X is the infor-
mal “category”4 of the animal, such as “mammal”
and “bird”. (c) Does the image depict the exact
animal in the prompt?

Results. Figure 9 illustrates incremental knowl-
edge extraction, beginning with a general animal,
progressing to a more specific animal within the
same category, and reaching a representation of the
particular animal mentioned in the prompt.

Though the plot for SD reveals a similar pattern
(Appendix E), qualitative analysis reveals distinct
knowledge retrieval patterns between the two mod-
els: In the case of DF’s T5, knowledge retrieval
is gradual, unfolding as computation progresses
(Figure 10). Layers generate animal, mammal, and
ultimately construct a representation of the specific
animal. However, SD’s text encoder, Clip, does
not display a similar progression of retrieval. The
model establishes the representation less gradually:
The first layer with a meaningful image already
closely resembles the final animal, with subsequent
layers mainly refining its characteristics. These
differences echo the syntactic findings in Section
4.2. They suggest that pretraining objectives, data,
or model architecture might influence information
organization, leading to distinct memory retrieval
patterns.

5.3 Gradual refinement of features

As the computation progresses, both accuracy and
realistic representation significantly improve with
refining details at each step. This progression is
evident in Figure 11 (top row), as seen in the grad-
ual refinement of the “Tarsier” image. A similar

4We chose to use an informal taxonomy as the animal
kingdom taxonomy is a complex subject under research and
debate, and its terms are not common to the general population
and, hence, likely less present in the T2I training data.

Figure 12: The distribution of feature granularity across
layers in generated images.

trend occurs in the representation construction of
human subjects, with facial features undergoing
refinement for a more faithful portrayal (Figure
11, rows 2+3). To systematically assess this phe-
nomenon, we compiled a list of 30 celebrities, us-
ing DIFFUSION LENS to generate images from in-
termediate representations in the text encoder. For
each prompt and generated image, we ask: (a) Is
there a person in the image? (b) Does the per-
son align with the celebrity’s (self-identified) gen-
der? (c) Does the person exhibit the celebrity’s
style (hair, clothing, etc.)? (d) Is the individual in
the image distinctly recognizable as the specified
celebrity based on facial features?
Results. Figure 12 quantifies the step-by-step
construction of the representation, culminating in
its maximum resemblance to the celebrity. The
integration of distinct features follows a hierarchi-
cal pattern, progressing from broad characteristics
(such as the overall human form) to finer details
(specifically, facial features), which become evi-
dent only in the final layers.

Discussion. Our results on the gradual retrieval
and refinement of knowledge suggest an alterna-
tive perspective on how knowledge is encoded in
language models. This viewpoint is different from
recent work suggesting that models utilize a key–
value memory structure, where facts are local to
specific layers (Geva et al., 2022; Meng et al., 2022;
Arad et al., 2023). Our results indicate that some
information is distributed across layers, allowing
for a gradual retrieval of knowledge rather than a
retrieval at a particular point in the model. This
aligns with earlier research proposing hierarchical
representations in vision models (Zeiler and Fergus,
2014; Zhou et al., 2014; Bau et al., 2017).

6 Analyzing Model Failures
In this section, we delve into cases where the T2I
model fails to generate images that align with the
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Figure 13: Examples of failure cases of T2I models
(right). Using the DIFFUSION LENS (left) we can ob-
serve different patterns. In the first case (top row), the
model is able to correctly generate each entity separately,
but fails to combine them in the final layer. On the other
hand (bottom row), the model is unable to generate a
green bear in any of the intermediate representations.

input prompt. First, we investigate all failure cases
in all experiments. Figure 14 shows the percentage
of failures for each experiment that had over 10
failures. We split failures to two types: complete
failures where no layer generated a correct image
through DIFFUSION LENS, and cases where at least
one layer generated a correct image, but the top
layer led to a failure (success then failure).

Generally, the percentage of failure cases (to-
tal height of each bar) is low, from 10% to 25%
for most categories. Prompts about two colored
objects have a higher failure rate. Importantly, in
many failure cases, the representations in earlier
layers lead to a correct generation via our method.
Notably, in simple prompts (relations and colored
objects), about 80% of the failures had successful
generations at earlier layers – see Figure 15 for
an example. Once more constraints are imposed
(two colored objects), we have a lower rate of early
success. Finally, for knowledge-related tasks (fa-
mous people, unfamiliar animals), there are very
few cases of early success turned to failure. Pre-
sumably, when the model fails, it is mostly because
it does not encode the information at all.

Next, we zoom in on prompts describing two
entities with different colors, as these prompts lead
to the highest failure rate in our experiments. Ex-
amples for failure cases are shown in figure 13.
Examining the final layer output images, the fail-
ures look similar: in both cases one or more entity
was generated in the wrong color. However, us-
ing the DIFFUSION LENS, we reveal two different
failure patterns: In the first example (“A green cat
and a blue rocket”), both the blue rocket and the
green cat are generated separately successfully in
intermediate layers, while final output image fails

Figure 14: Many cases display successful generations
from earlier layers before turning into failures.

Figure 15: DIFFUSION LENS reveals a correct image
generation at a middle layer, while the final image fails
to fully represent the prompt.

to combine them into a single image. This suggests
that the failure stems from an unsuccessful combi-
nation of the two concepts. In the second example
(“A black bird and a green bear”), the bear consis-
tently appears black across all intermediate layers,
signifying that the model struggles to generate a
green bear throughout the encoding process of the
text. A possible explanation is that black bear is a
type of animal, which might mean that the phrase
“black bear” is common in the training data, thus
the appearance of the phrase “black” in the prompt
biases the model towards generating black bears.
This analysis reveals two different sources of fail-
ures that occur in compound prompts: either (1)
the model fails at coupling a particular concept and
color because it is biased towards another color,
or that (2) the model can successfully couple each
concept and color but fails to combine them.

We analyze how frequently each source of fail-
ure occurs, focusing on prompts that failed to gen-
erate a correct image from the final layer in at least
75% of cases. For each entity, we count the num-
ber of times it appeared in the correct color in at
least one early layer. We find that for 40% of the
failure cases in DF (70% in SD), at least one of the
entities did not appear at all in images from earlier
layers (type 1). The remaining set of failures had
the correct color for each of the objects appear at
some point in the computation (type 2).

9720



7 Related Work
Interpreting language models. A wide range
of work has analyzed language model internals.
We briefly mention a few directions and refer
to existing surveys (Belinkov and Glass, 2019;
Rogers et al., 2020; Madsen et al., 2022; Ferrando
et al., 2024). Probing classifier are used to analyze
whether internal representations correlate with ex-
ternal properties (e.g., Ettinger et al., 2016; Hupkes
et al., 2018). However, probing has various inher-
ent flaws such as memorization (Belinkov, 2022),
and requires costly annotations for fine-grained
analysis like the visual characteristics of a specific
animal species or person. Interventions in repre-
sentations measure how they impact a model’s pre-
diction (e.g., Vig et al., 2020; Elazar et al., 2021;
Meng et al., 2022), and while they offer power-
ful insights, they are also challenging to design
(Zhang and Nanda, 2023) and limited in scope. In
contrast, the DIFFUSION LENS proposes a sim-
ple yet generic mechanism to visually interpret
intermediate representations without requiring ad-
ditional data or training, enabling exploration of
fine-grained visual features.

Another influential approach is the Logit Lens
(nostalgebraist, 2020), which projects intermediate
representations of language models onto a proba-
bility distribution over the vocabulary space. The
logit lens captures the internal computation of the
language model, and the flow of information across
modules (Geva et al., 2022; Katz and Belinkov,
2023; Pal et al., 2023). This line of work has fo-
cused on auto-regressive decoder language mod-
els. Inspired by this idea, we propose using the
diffusion module in T2I pipelines to visualize inter-
mediate prompt representations, revealing the text
encoder’s computation process.

Interpreting vision-language models. Com-
pared to unimodal models, research on inter-
pretability in multimodal vision-language models
is rather limited. Goh et al. (2021) found multi-
modal neurons responding to specific concepts in
CLIP (Radford et al., 2021) and Gandelsman et al.
(2023) decomposed CLIP’s image representations
into text-based characteristics.

Tang et al. (2023) were the first to propose a
method to interpret T2I pipelines, by analyzing the
influence of input words on generated images via
cross-attention layers. Chefer et al. (2023b) decom-
posed textual concepts, focusing on the diffusion
component. In contrast, our work investigates the

under-explored text encoder in T2I pipelines. Un-
like previous methods, the DIFFUSION LENS re-
veals gradual processes within the model, not fo-
cusing only on the final output.

8 Discussion and Conclusion

We introduce the DIFFUSION LENS, a novel
method to analyze language models within T2I
pipelines. Our approach deconstructs the T2I
pipeline by examining the output of each block
within the text encoder, thereby providing a deeper
insight into language-to-visual concept translation.
We are the first, to our knowledge, to propose a
method to interpret the text encoder and its internal
computation process in the context of T2I models.
Given that the text encoder is a crucial compo-
nent of T2I models, enhancing its interpretability
contributes to a deeper understanding of the entire
generation process. We showcased the method’s po-
tential by analyzing two open-source text encoders
used in T2I pipeline across diverse topics.

Our work contributes to a growing body of
work on analyzing how models process information
across various components. The DIFFUSION LENS

may have many potential applications as a first
method of its kind, including similar applications
to prior interpretability techniques such as improv-
ing model efficiency (Din et al., 2023; Dalvi et al.,
2020) and tracing factual associations in language
models, facilitating more accurate model editing
methods (Meng et al., 2022; Arad et al., 2023).

Other future directions using the DIFFUSION

LENS may aid in identifying points of failure in
the computation process or remove undesired traits
from early layers such as hallucinations, toxicity,
or incorrect factual knowledge. Lastly, while we
focused on entire blocks, our approach paves the
way for visualizing individual sub-block compo-
nents such as individual MLPs, attention heads,
and residual connections.
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Limitations
While the DIFFUSION LENS provides a method
to interpret the intermediate representations of the
text encoder of T2I models, there are several limi-
tations.

First, we are limited by the number of publicly
available and open source T2I models and their cor-
responding text encoders. Extending our method
to interpret other language models, whether or not
they are used in T2I pipelines, offers a promising
direction for future research.

Additionally, most of our experiments utilized
automatically generated prompts, used to iso-
late and investigate specific effects. Such syn-
thetic prompts are often less complex compared
to prompts written by humans, and follow specific
patterns. Although we experimented with a set of
natural prompts, further exploration using a wider
range of prompts could provide deeper insights into
the behavior of text encoders in T2I models.

Lastly, the DIFFUSION LENS requires further an-
notation in order to derive large-scale conclusions.
In this work, we relied on human and automatic an-
notation to answer questions on specific attributes
of the generated images. This limitation stems from
using images as the output of our method, however,
we believe using images results in richer and more
complex interpretations.

Ethics Statement
In this work, our primary objective is to enhance
the transparency of text-to-image models. While
not the focus our analyses, the DIFFUSION LENS

has the potential to unveil biases within these mod-
els. We anticipate that our work will contribute
positively to the ongoing discourse on ethical prac-
tices in text-to-image models. At present, we do
not foresee major ethical concerns arising from our
methodology.
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A Additional Results

A.1 Prepositions

We explore prepositions in prompts. We investigate
how prompts, including certain relations, affect
the generation process. These prompts are com-
plex, challenging the compositional understanding
of the T2I model. In particular, we examine the
prepositions "on" and "in". Figure 16 illustrates
the percentage of images that correctly generated
the concepts for tree categories: each of the objects
alone and both objects with the correct relation be-
tween them. Our findings reveal that the emergence
of each of the objects occurs at an early stage. How-
ever, both objects and their correct relation emerge
only later in the text encoding.

Figure 16: The proportion of images where either the
objects, or objects with prepositions, were accurately
represented.

A.2 Race between objects

Figure 18 presents examples of “race” between the
objects in the prompts: one object appears first, and
then disappears at a later layer to make room for
the other object, before finally emerging again in
the top layers.

A.3 Final layer norm necessity

In the DIFFUSION LENS process, we pass the out-
put of block l through the last layer norm lnf . How-
ever, we examine the option to bypass the lnf layer
and directly connect to the components of the dif-
fusion model. As Figure 19 demonstrates, images
generated without the final layer normalization are
meaningless. The final layer norm thus plays a
crucial role in generating meaningful images. It
highlights the necessity of the lnf layer within DIF-
FUSION LENS pipeline. A similar finding has been
observed in the LogitLens (nostalgebraist, 2020)
and TunedLens (Belrose et al., 2023).

B Annotation Process
The results in this paper rely on human annota-
tors to determine the presence of different concepts
in the generated images. We employed a team of
ten professional full-time annotators using the Dat-
aloop platform , in accordance with institutional
regulations. The annotator teams was based in In-
dia, and were paid a rate of 8 USD per hour, in
accordance with laws in India.

Each annotator received the instructions in Fig-
ure 20. The annotators were given the instruction
to be liberal towards a positive answer. We manu-
ally validated each question, making sure the con-
cepts in the question are not abstract (e.g., “beauti-
ful”), and that the answer should be clear for each
case. For each experiment, we duplicate 10% of the
images, and ask an additional annotator the same
questions, used to calculate inter annotator agree-
ment. For experiments containing rare animals and
celebrities, annotators were given reference images
from google.

We provide our main results based on the hu-
man annotations. We chose to use human anno-
tations since the existing automatic methods are
limited. CLIP as an image classifier was shown to
fail when required to explicitly bind attributes to
objects (Ramesh et al., 2022; Yamada et al., 2022),
and exploratory experiments we performed with
BLIP (Li et al., 2023) showed similar issues.

We found a high agreement between GPT-4V
(OpenAI, 2023) and the human annotators on most
tasks and questions, as shown in Table 2. For one
experiment – two colored objects – we found a
high variance using the human annotations and thus
extended it to further annotations using GPT4-V.

C Animals Experiment: Implementation
Details

C.1 Animal classes used

To measure the gradual knowledge retrieval, one
of the questions we ask in the experiment on un-
familiar animals is whether the image contains an
animal of class X, where we vary X according to
an informal, popular taxonomy that the specific
animal belongs to. Note that although it does not
faithfully represent the scientific view on the ani-
mals we generate, it is more suitable to observe a
model that was trained on data that was taken from
the wide internet.

To verify the distinction between familiar and
unfamiliar animal species we preformed a Mann-
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Figure 17: Example generations from all layers

Figure 18: A sequential “race” between two objects
in the sentence, where one initially appears before the
other, only to subsequently vanish and make room for
the latter object.

Whitney U rank test (Mann and Whitney, 1947) on
the frequencies of species names in the LAION2B-
en dataset (Schuhmann et al., 2022), commonly
used in the training process of T2I models which
was computed by (Samuel et al., 2024). We found
that the frequency of familiar species was greater
than that of unfamiliar species with a confidence
level of 95%.

Figure 19: Example generations from DIFFUSION
LENS with and without the final layer norm.

C.2 The full list of animals

Familiar animals: Beagle, German Shepherd,
Labrador Retriever, Dachshund, Bulldog, Ragdoll,
Kangaroo, Chicken, Owl, Eagle, Salmon, Catfish,
Cod, Orca, Komodo dragon, King cobra, Platypus,
Narwhal, Ostrich, cougar.

Unfamiliar animals: Aye-aye, Dik-dik, Tarsier,
Gerenuk, Jerboa, Babirusa, Saola, Galago, Vervet,
guppy, Celestial Pearl Danio, Herring, Pike, Wall-
eye, Grebe, Spoonbill, Bee-eater, Taipan, ,Copper-
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Inter annotator agreements Agreements with automatic annotations

Question type #annotations f1 cohen’s kappa #annotations f1 cohen’s kappa

One object presence (out of 2) 416 72.5% 48.2% 1381 80.6% 63.8%
Relation correct 208 73.7% 61.4% 1319 81.3% 70.1%
One Color presence 208 76.9% 60.7% 1671 85.3% 85.9%
Familiar animals presence 52 94.7% 87.2% 789 85.5% 67.2%
Unfamiliar animals presence 104 84.6% 81.3% 1019 84.3% 72.4%
Unfamiliar animals class presence 260 73.2% 59.5% 1012 91.2% 81.3%
Syntactic structures correct (coco) 357 80.6% 69.7% 2962 80.0% 59.5%

Table 2: A table of agreement between human annotators (left) and between human and automatic annotations
averaged over both models. Overall, we see a high agreement between the human annotators and between the human
and automatic annotations. For human agreement - the lowest Kappa score is for one object presence, probably due
to the ambiguity in early layers, where there is a mix of both objects. For example in fig 5, second line, layer 12.

On this project, you will have to annotate sets of 50 images.
For each set, you will have a yes or no question. The
questions are written at the start of each task name. They
end with a “?”. The latter part of the name is in “[ ]” and
is not relevant for the questions. For convenience, we start
the question with the statement itself, therefore “dog in
the image?” means “Is there a dog in the image?” The
questions vary from simple questions like “Is there a dog in
the image?” to more complicated questions like “Is there a
red bird on a green boat?”. The images are generated by AI,
and might not be realistic. You should answer if the image
might be interpreted as the question asks. Examples at the
end of this file.

Figure 20: Annotation guidelines.

head, Anilius, Skink, Bearded Dragon, Ladybug,
Scarab, Blue morpho, Cloudless sulphur, Giant
anteater

D Implementation Details
We implemented our code using Pytorch (Paszke
et al., 2019) and Huggingface libraries (Wolf et al.,
2020; von Platen et al., 2022). For each experi-
ment, we generated four images (different seeds)
for each layer, and we report the standard devi-
ation over the seeds in all plots. We use Stable
Diffusion v2-1 (CreativeML Open RAIL++-M Li-
cense) (Rombach et al., 2022) and Deep Floyd
(DeepFloyd-IF-License) (StabilityAI, 2023). We
ran the experiments on the following GPUs: Nvidia
A40, RTX 6000 Ada Generation, RTX A4000 and
GeForce RTX 2080 Ti.

Our code is available in the supplementary mate-
rial.

D.1 Dependency parsing implementation

We conducted a syntactic structure analysis using
Stanza (Qi et al., 2020), a Python package. Stanza
provides tools for obtaining parts of speech (POS)
and syntactic structure dependency parse. To per-

form this analysis, we executed a Stanza pipeline
designed for English. This pipeline returns the to-
kenized form, POS, lemmatization, and syntactic
dependency parsing for a given prompt. We didn’t
customize any additional parameters and utilized
the default settings during the analysis.

E Results on Stable Diffusion
To complement the results in the main paper, we
provide Figures 21–28 from Stable Diffusion.

Figure 21: [Stable Diffusion] The percentage of images,
from each category, for which the prompt matches the
generated image, across different intermediate layers.
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Figure 22: [Stable Diffusion] Insights gained from using DIFFUSION LENS. Conceptual Combination (left): early
layers often act as a “bag of concepts”, lacking relational information which emerges in later layers. Memory
Retrieval (right): concepts emerge early and gradually refine over layers.

Figure 23: [Stable Diffusion] The proportion of images
where either the object, the colors, or both were present,
and where either the objects or the colors were accu-
rately represented.

Figure 24: [Stable Diffusion] The proportion of images
where either the objects, or objects with prepositions,
were accurately represented.

Figure 25: [Stable Diffusion] Familiar vs. unfamiliar
animals across layers.

Figure 26: [Stable Diffusion] Subset of layers encoding
different features in the process of unfamiliar animal
generation.

Figure 27: [Stable Diffusion] The distribution of feature
granularity across layers in generated images.

Figure 28: [Stable Diffusion] Many cases display suc-
cessful generations from earlier layers before turning
into failures.
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