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Abstract

Advancing the frontier of subquadratic archi-
tectures for Language Models (LMs) is crucial
in the rapidly evolving field of natural language
processing. Current innovations, including
State Space Models, were initially celebrated
for surpassing Transformer performance on lan-
guage modeling tasks. However, these mod-
els have revealed deficiencies in essential In-
Context Learning capabilities — a domain where
the Transformer traditionally shines. The Based
model emerged as a hybrid solution, blending
a Linear Transformer with a kernel inspired
by the Taylor expansion of exponential func-
tions, augmented by convolutional networks.
Mirroring the Transformer’s in-context adept-
ness, it became a strong contender in the field.
In our work, we present a singular, elegant al-
teration to the Based kernel that amplifies its
In-Context Learning abilities evaluated with the
Multi-Query Associative Recall task and over-
all language modeling process, as demonstrated
on the Pile dataset.

1 Introduction

Large Language Models (LLMs) are revolutioniz-
ing the field of natural language processing and
establishing new benchmarks across various tasks
(Touvron et al., 2023; Jiang et al., 2023). Neverthe-
less, despite their triumphs, most of these models
are built on Transformer frameworks that employ
attention mechanisms. These mechanisms scale
poorly with long text sequences, leading to im-
practical computational complexity for extending
contextual processing (Vaswani et al., 2017; Tay
etal., 2021).

To address this constraint, several alternatives
to Transformers were proposed. Katharopoulos
et al. (2020) suggested replacing the exponential
function in the attention mechanism with the kernel
function to change the order of computations and
thus move away from quadratic complexity of the
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sequence length. However, when compared to
vanilla Transformers, this approach leads to a drop
in performance. Furthermore, the kernel function
selection is a topic still in need of consideration.
An alternative way to define a linear model is to
utilize State Space Models (SSMs) (Gu et al., 2022;
Smith et al., 2023; Gu and Dao, 2023), which are
capable of producing quality that is comparable to
Transformers when measured with perplexity on
language modeling.

Notably, both Linear Transformers Katharopou-
los et al. (2020) and SSMs can be described as
Recurrent Neural Networks (RNNs) (Chung et al.,
2014; Hochreiter and Schmidhuber, 1997), which
have their limitations when it comes to managing
lengthy dependencies within texts since memory
capacity can be overrun as the volume of informa-
tion increases. Additionally, while the hidden state
of RNN:Ss is larger for Linear Transformers than for
SSMs, the latter showed higher text modeling qual-
ity. The introduction of the Based model (Arora
et al., 2024) attempted to address the abovemen-
tioned challenges by utilizing a hybrid architecture
(Fu et al., 2023a) based on a Linear Transformer
with a novel kernel function derived from a Taylor
expansion of an exponential function. Arora et al.
(2024) demonstrated that the Based model was less
prone to performance issues when working with
longer content than other models when assessed on
the Multi-Query Associative Recall (MQAR) task.
Nonetheless, even the Based model experiences
a drop in performance when faced with extensive
contexts relative to the conventional transformer
architecture.

A profound comprehension of the processes oc-
curring within the Based architectures is essential
for their advancement. Upon examining how at-
tention scores are distributed, we argue that the
kernel function previously adopted in Based can-
not be considered optimal, resulting in limitations
when dealing with lengthy context and small model
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Figure 1: Results on the MQAR dataset, designed to measure In-Context Learning capabilities of an architecture
Arora et al. (2023). ReBased outperforms all baselines except Attention across different sequence lengths and model

sizes. See Section 5.2 for more details.

capacity. To address this issue, we introduce Re-
Based (Revisited Based), a novel variation of the
Linear Transformer model that improves the use of
attention kernels. The crux of our development lies
in addressing the inability of Based to disregard
specific tokens with zero probability during the
attention process. By refining the kernel function
and incorporating new architectural modifications,
we have created a model that improves accuracy on
tasks involving retrieving information from long se-
quences of tokens while simplifying the calculation
of the attention mechanism.

When testing our enhanced architecture on the
MQAR task, we found that ReBased surpasses the
original Based model across a variety of contexts
and model sizes. Additionally, after training with
the Pile dataset (Gao et al., 2020), we observed that
ReBased performs better than its predecessor at
In-Context Learning and excels at modeling asso-
ciative dependencies measured through improved
perplexity metrics.

2 Recent Work

The Vanilla Transformer architecture (Vaswani
etal., 2017), although widely used in NLP (Radford
etal.,2019; Touvron et al., 2023; Devlin et al., 2019;
Jiang et al., 2023), suffers from growing computa-
tional and memory demands (O (d*N?) as sequence
lengths (N) and head size (d) increase). While this
is not much of a problem when it comes to shorter
sequences, it becomes a significant bottleneck when
working with longer ones.

Several alternative architectures were proposed
to address this issue. Katharopoulos et al. (2020)
suggested substituting the attention mechanism’s
exponential function, which is meant to measure the
similarity between queries and keys, with a product
of kernel functions that can be separately evaluated

for queries and keys. This kernel-based approach
reshapes the computation within the attention mech-
anism, cutting the time and memory complexity to
O(d? = N). Additionally, during inference, it sup-
ports sampling sequences with linear complexity
regarding length, similar to RNNs (Hochreiter and
Schmidhuber, 1997; Chung et al., 2014).

In a different approach, State Space Models
(SSMs) borrow from control theory to offer a simpli-
fied structure akin to RNNs, but without activation
functions across time (Gu et al., 2022; Smith et al.,
2023; Gu et al., 2023). The Mamba model, also
known as S6 (Gu and Dao, 2023), stands out in this
category, displaying enhanced learning of short-
term dependencies in texts compared to existing
pre-trained LLMs (Jiang et al., 2023; Touvron et al.,
2023).

Despite these advancements, there is no standard
way to fully evaluate these innovative architectures
to assess their performance limits. One standard
evaluation method is to pre-train a language model
and assess its perplexity with a given dataset, but
this may not truly reflect the model’s ability to
manage long context dependencies. Another option
is to use the Long Range Arena (LRA) benchmark,
which involves classification tasks with long input
sequences. Though some new models have outper-
formed Transformers in the LRA, it is believed that
the benchmark is capable of introducing bias in the
comparison (Amos et al., 2023).

One promising evaluation approach is to test an
architecture’s In-Context Learning abilities. Olsson
et al. (2022) introduced the concept of Associative
Recall (AR), a task where the model learns to copy
a token from a sequence after a certain point. How-
ever, while in Fu et al. (2023a) the associative recall
task was implemented with a goal to retrieve only
one token, Arora et al. (2023) noted that this task
could be considered overly simplistic. This led to

9585



the creation of the Multi-Query Associative Recall
(MQAR) task, which requires retrieving multiple
tokens from the context. Findings on MQAR in-
dicate that while newer models may compete with
Transformer in terms of perplexity, they can still
struggle with long contexts at small model sizes
because of their limited In-Context Learning capa-
bilities. Meanwhile, Transformers remain robust
against such factors. Lastly, Arora et al. (2024)
introduced Linear Transformer with a new kernel
function (namely Based), showcasing enhanced per-
formance on the MQAR task when compared to
Mamba.

Despite this improvement, compared to tradi-
tional Transformers, the problem of decline in
performance when handling long sequences with
smaller models still remains. Addressing this chal-
lenge is the primary goal of our paper.

3 Background

3.1 Linear Transformers

To fully grasp the Based architecture, it is vital
to first discuss the original Transformer model.
The attention mechanism, which is central to the
Transformer’s functionality, evaluates the output y;
for each position i as follows

 Xjosim(Qi. KV
S0 SIm(Q;, Ky)

4
. oTK;

where the term sim(Q;, K;) = exp (leJ) rep-
resents the similarity between the query Q; and the
key K using an exponential function. Despite its
effectiveness, the original Transformer’s reliance
on this attention mechanism incurs a quadratic in-
crease in both computational time and memory
use as the sequence length grows, which becomes

impractical for processing long sequences.

To address this scalability problem, Katharopou-
los et al. (2020) suggested replacing the direct
computation of similarity between Q and K with a
transformation through a non-linear kernel function
¢(+). This allows for the following approximation:
sim(Q;, K;) ~ ¢7(Q;)¢(K;). By implementing
this kernel, the Linear Transformer computes y; as

o Z;-:o 7 (0:)p(K;)V;
LY (0097 (Ky)

By rearranging the operations, we can express
the computation as

$7(00) 3o (KT
yi = . .
L 9T(0) Zho $(Ky)
By calculating ¢(K j)VjT € R4 ypfront, the
complexity of the attention mechanism transitions

to linear with the sequence length, addressing the
inefficiencies of the original model.

3.2 Based

Selecting an appropriate kernel function ¢(-) is
critical to a Linear Transformer’s performance. Var-
ious kernel functions have been proposed (Peng
et al., 2021; Schlag et al., 2021; Qin et al., 2022),
but on language modeling tasks, none have sur-
passed the original attention mechanism. However,
a breakthrough was achieved by Arora et al. (2024),
who introduced a novel kernel function inspired
by the Taylor series expansion of the exponential
function, defined as

TkZ
sim(q, k) =1+ ¢ k+ (qz) .

The choice of this kernel is motivated by its
ability to approximate the exponential function
over a specific range of ¢’ k values. In addition,
Arora et al. (2024) utilized a hybrid architecture
by combining linear attention with convolutional
layers since doing so was shown to help models
handle short non-associative dependencies in the
sequences (Fu et al., 2023a; Poli et al., 2023; Fu
et al., 2023b)

In doing so, when evaluated on the MQAR task,
the Based model demonstrated that it was capa-
ble of outperforming the Mamba model (Gu and
Dao, 2023) under circumstances of substantial con-
text length and constrained model capacity due
to smaller sizes. Nevertheless, compared to the
original Transformer, a discernible drop-off in per-
formance remains, indicating room for further im-
provement.

4 Revisiting Based

In our study, we explore the fundamental require-
ments for kernel functions. We examine the expo-
nential function and its approximate representation,
as depicted in Figure 2. We observe a limitation
in the approximation since its minimal value is
fixed at 0.5. This is problematic for handling long
sequences, as it is difficult to assign a near-zero
attention score to specific token pairs. Ideally, we
want to be able to diminish the attention scores
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Figure 2: Similarity between g and k with respect to
scalar product. Note that the Based model has a minimal
sim(q, k) value of 0.5, which can lead to suboptimal
performance. We propose to learn the scale and shift
of the parabola jointly with the model and make it
possible to zero out the similarity value. See Section 4
for more details and Section 5.1 for experimental setup
description.

to zero, which would require significantly larger
values elsewhere in the normalization process with
the Based model.

To rectify this issue, a straightforward approach
would be to adjust the lowest point of the kernel
function to zero. However, this solution prompts us
to ask why the minimum value of the kernel func-
tion should occur precisely at g’ k = —1. Asused in
the original Transformer, the traditional exponential
similarity function increases monotonically, but the
quadratic kernel has an optimal value to which it
decreases and then ascends from. Therefore, to de-
crease attention in the Transformer, one would aim
to minimize ¢ k. In contrast, the ideal g7 k should
be exactly —1 for the Based method. Otherwise,
the attention score would increase. This condition
may induce less-than-ideal training outcomes and
degrade the model’s accuracy.

These challenges lead us to conjecture that if the
quadratic kernel is used to calculate the similarity
between ¢ and k, we must consider the range of po-
tential g7 k values and create adjustable parameters
for the parabolic function to align with these values
during training. Simplifying for clarity, let us look
at a one-dimensional scenario. We can express
the trainable parameters of the kernel function in
relation to the affine transformation of ¢ and & as
such

q =yo-q+PBo, k' =yk - k+Pk;
sim(q’, k') = ¢ (¢")p(K').

Here, ¢(-) represents a quadratic function. The
model can learn any quadratic function with a deter-
mined minimum value by adjusting its parameters.
We can, therefore, simplify the kernel function to

#(x) = x°.

Incorporating the affine transformation into the
kernel function, we obtain

#(q") = (vo-q+Bo)* =754 +2v0Boq + By
¢(k') = (vk - k +Br)* = vk + 2yk Bk + By

where g and k have their unique parameters yo,
Yk, Bo, and Sk, enabling the model to learn any
quadratic function that is non-negative and has a
single real root.

Interestingly, our transformation resembles the
application of Layer Normalization (Ba et al., 2016),
minus the normalization itself. We hypothesize
whether normalizing ¢ and k before the kernel
function could improve the model’s performance.
Our suspicion is confirmed when normalization
enhances results, as demonstrated in a later Ablation
study. Consequently, our refined ReBased model
incorporates Layer Normalization.

In the following sections, we provide an in-depth
analysis and conduct comprehensive experiments
to validate the effectiveness of these modifications.

S Experiments

5.1 Experimental Setup

We applied the first evaluation of our ReBased
model on the MQAR task, for which we trained
a model to perform associative recall with varying
numbers of retrieved tokens. Arora et al. (2023)
suggested that for a comprehensive assessment,
models need to be tested across different sequence
lengths, model sizes, and number of query-key
pairs to be retrieved. However, those experiments
were limited, only exploring sequence lengths up
to 512. These constraints resulted in the Based
model displaying performance comparable to the
traditional attention mechanism.

Longer sequence lengths can be explored to gain
a deeper understanding of how improvements in
associative recall are affected by changes in model
configurations. This is why we extended our train-
ing to include models capable of handling sequence
lengths of [128,256,512, 1024,2048]. We tested
a range of hidden sizes from 64 to 512. For our
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Figure 3: Ablation study for the proposed modifications. For sequence length 256, the difference is not very
significant. Nevertheless, the ReBased model performs best on all model dimensions. With a sequence length of
2048, the difference becomes more evident. Unlike Based, the ReBased model retains performance across long and
short sequences. See Section 5.3 for the experiment setup and extended description of our results and Section 5.1 for

experimental setup description.

ablation study to yield more precise insights, we
also employed smaller models with hidden sizes as
modest as [16,24, 32, 48].

In order to tailor our approach to varied se-
quences, we used different query-key (gk) pairs
for each length. The specifics of these configura-
tions are detailed in Appendix A.

We also put other sub-quadratic architectures to
the test, including Mamba (SSM family) (Gu and
Dao, 2023), Hyena (the long convolutions family)
(Poli et al., 2023), the vanilla attention method,
and RWKYV (Peng et al., 2023). By comparing a
diverse range of models, our goal was to present a
well-rounded evaluation of how our ReBased model
stands out in the field. For Based, we utilized Triton
kernels published by Yang and Zhang (2024), and
for ReBased, we modified it so that ¢(x) = x2.

We used a hybrid architecture with short convolu-
tion and kernel size 3 in the first layer, and specified
a mixer in the second. We found that this setup was
more stable on longer sequence lengths, especially
when using an attention mixer. However, we did
not modify the Mamba model since convolutions
were already present inside the Mamba block. We
put the full results and model architecture details
in Appendix A.

In language modeling, our second experimen-
tal setup leveraged the extensive Pile dataset (Gao
et al., 2020) to train a language model (LM). We

opted for a sequence length of 4096, a slight in-
crease from the standard value while still ensuring
the replication of the architectural framework as
presented by Arora et al. (2024)!. Note that some
hyperparameters such as model dimension and the
number of layers were set in order to match the
number of model parameters in the initial experi-
ment. Detailed model configuration can be found
in Appendix C.

The MQAR task provided insights into In-
Context Learning proficiencies across various ar-
chitectures, while the language modeling assess-
ment allowed us to appraise short-term dependency
modeling capacities. Beyond traditional perplexity
metrics on validation data, we also scrutinized the
Associative (AR) and Non-Associative (Non-AR)
variants of perplexity. Here, AR corresponds to to-
ken positions necessitating associative recall, while
Non-AR refers to other tokens. When tokens recur
within a text, the subsequent appearances are cate-
gorized as AR, highlighting the model’s capability
to recall from context.

5.2 MOQAR experiment

In Figure 1, we present the capability of various
models to handle the MQAR task as the sequence
length increases. One key observation is that, at a

IThe experiment details can be found in a blog post and
WandB report associated with the main paper.
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Sequence Length 256 Sequence Length 2048

Architecture 16 24 32 48 Mean 16 24 32 48 Mean
Based | 0.06 £0.02 0.45+0.15 0.82+0.06 0.99+0.00 | 0.58 | 0.02+0.02 0.40+0.18 0.66+0.08 0.99+0.01 | 0.51

x2 1 0.05+0.05 047+0.08 0.64+042 0.99+000| 054 |0.03+0.03 0.33+0.21 0.46+0.42 0.93+0.09 | 0.44
norm(x)? | 0.09 £0.04 0.39+0.24 0.84+0.09 0.97+0.02 | 0.57 | 0.05+0.05 0.56+0.10 0.72+0.17 0.99 +0.00 | 0.58
(y-x)?]0.02+£0.02 035+£022 0.71+0.09 098+0.03| 051 |0.02+0.03 0.26+0.45 0.65+0.37 0.99+0.01 | 0.48
(y-x+B)?|0.06+0.01 0.51+0.08 0.89+0.03 0.99+0.00| 0.61 |0.06+0.03 0.50+0.08 0.85+0.04 0.99+0.01 | 0.60

ReBased
. o 0.09+0.05 0.59+0.06 0.86+0.08 0.99+0.00 | 0.63 | 0.04 +£0.03 0.58+0.01 0.83+0.04 0.99+0.00 | 0.61
¥ - norm(x) + )

Table 1: Ablation study for proposed modifications with standard deviation across 5 seeds. See Figure 3 for a visual
presentation of the results, Section 5.3 for experiment setup and extended result description and Section 5.1 for the

description of our experimental setup.

sequence length of 2048, all models, except for the
Attention model, struggled to perform effectively
when limited to a model dimension of 64. As we
expanded the model dimensions, the performance of
the ReBased model matched or surpassed the Based
model. The RWKV and Mamba architectures failed
on the MQAR task across all tested model sizes.
This experiment highlights the significance of
utilizing more sophisticated setups, as the perfor-
mance discrepancy between the Attention model
and the other models (Based and ReBased) becomes
pronounced only when the sequence length exceeds
512. These results suggest that the efficacy of
attention alternatives like ReBased becomes partic-
ularly important when processing long sequences.
Therefore, more consideration should be devoted
to configurations involving lengthy sequences to
leverage the full potential of such models.

5.3 Ablation Study

We comprehensively examined the individual el-
ements of our ReBased model to understand how
each of them contributes to its overall effectiveness,
and ensure the transparency of our findings. Our ex-
periments were meticulously designed to evaluate
the model by assessing the influence of its separate
components on performance. The experimental

configurations were as follows:
+ x? — substituting the original kernel function
with a simple element-wise squaring operation,

#(x) = x>

* norm(x)* — integrating a normalization step
without an affine transformation before apply-
ing the squaring operation.

* (y - x)? — introducing an affine transformation
solely in terms of scaling (without bias) for
the queries and keys.

* (y - x + 8)? — incorporating affine transforma-
tion with both scaling and bias for the queries
and keys.

* ReBased (y - norm(x) + 8)> — our compre-
hensive model, which involves normalization
and affine transformation, including bias, for
queries and keys.

Note that for g and k, there are different scaling
parameters Yo, Bo, Yk, and Sk for each experiment
involving affine transformation.

Our goal is to highlight the effect of sequence
length variability in the MQAR task on model per-
formance. For this evaluation, we standardized
the number of retrieval pairs to 32. Theoretically,
no impact on performance should be observed, as
the amount of information required to be stored in
the hidden states is sequence-length agnostic. We
investigated the effects on sequences of lengths 256
and 2048 and illustrated our findings in Figure 3
(also available in Table 1 with a standard deviation
of accuracy across 5 seeds). We must emphasize
the significance of long context setups evaluated
in our experiments. Its characteristics are vital, as
successful performance on long sequences high-
lights the capability of the model to make full use of
its architectural innovations. It also translates into
notable practical advantages in real-world applica-
tions where handling extensive context efficiently
can be crucial.

The proposed ReBased model performs better
than every other modification. Performance on
the short 256 length is less noticeable than on the
long 2048 sequence length. We see a performance
drop from simply replacing the original kernel func-
tion with x?>. We presume that this is caused by
suboptimal scale of features, since by placing nor-
malization before the kernel function, we can notice
a performance increase even in comparison to the
Based model. Affine transformations (y - x)? and
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(v - x + B)? also show favorable performance com-
pared to the x> model, which does not significantly
decrease with sequence length.

5.4 Language Modeling

Perplexity
Architecture | All AR Non-AR
Attention | 11.98 3.07 33.95
Based | 12.99 3.27 37.02
ReBased | 12.90 3.25 36.73

Table 2: Perplexity results on Pile (Gao et al., 2020)
dataset. ReBased improves the result on AR tokens.
However, there is still a small gap between Attention and
ReBased. See Section 5.4 for more details and Section
5.1 for experimental setup description.

We conducted experiments with language mod-
eling following the setup described in Section 5.1.
See Table 2 for the results.

We note that ReBased model performs better
than Based on both AR and non-AR tokens leading
to lower overall perplexity. This can be considered
as a sign of better In-Context Learning performance.
In the next section we consider few-shot setup on
several tasks to validate

When considering AR perplexity, we observe
that there is still a gap between the vanilla Trans-
former architecture and alternative models, which
is aligned with the results on the MQAR dataset.
However, we note that ReBased still performed
better than Based. Regarding Non-AR perplexity,
ReBased outperformed both Based architectures,
leading to better overall perplexity value. Note that
attention has slightly more trainable parameters,
see Appendix C for more details.

These results suggest that, despite language mod-
eling perplexity being lower for an alternative to
Transformer architectures (Arora et al., 2024; Gu
and Dao, 2023), this may be achieved due to better
short-term dependency modeling, which does not
require learning associative operations necessary to
perform In-Context Learning (Olsson et al., 2022).
The vanilla Transformer still performs best in terms
of its ability to attend to some token in-context.

5.5 Few-Shot Performance

To further explore the ability of the model to im-
prove results on real-world scenarios we validate
trained Based and ReBased models on a common

few-shot benchmarks from the LM Evaluation Har-
ness (Gao et al., 2023) benchmark and SuperGLUE
(Wang et al., 2019). Results are presented in Table
3 and Table 4. ReBased outperforms Based on the
most of the tasks.

5.6 Analysis

In this section, we delve into the internal dynam-
ics of the ReBased model by examining attention
matrices, which are commonly used to elucidate
the decision-making of models and the flow of in-
formation between tokens. Notably, we can use
the parallel mode with both Based and ReBased
models to construct these matrices.

For our analysis, we employ the MQAR dataset
(Arora et al., 2023) and train a compact model
configured with a sequence length of 128 and 32
retrieval pairs. To ensure clear interpretation of the
attention maps, we used fixed weights in the first
layer, which consists of a short convolution with a
kernel that attends to the previous token. Following
the training phase, we compute the Intersection
over the Union (IoU) metric between the attention
matrix and the actual positions of the tokens that are
to be retrieved. The correct positions are crucial, as
they represent the locations from which the model
must copy the hidden states in order to success-
fully resolve the task. This copying mechanism is
particularly vital and is implemented via focused
attention in the second layer of the network (Olsson
et al., 2022). Consequently, the IoU provides a
quantitative measure of how well our model has
learned to replicate this crucial pattern of token
retrieval. A visualization of this phenomenon us-
ing IoU on a randomly selected example from the
dataset is shown in Figure 4. Note that we cropped
attention matrix to examine only a region where
gk-pairs stored.

Our results are presented in Table 5. In our
experiment, the Attention model yielded a supe-
rior IoU score compared to both the Based and
ReBased models. However, the ReBased model
shows promise in narrowing the performance divide
that exists between sub-quadratic methods and the
attention-based model. This suggests that, despite
the relative simplicity of the method, it could serve
as an informative metric for the MQAR dataset,
particularly when the accuracy score is close to one,
making it challenging to discern the performance
differences between models in more intricate testing
scenarios.
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Architecture ‘ Winogrande Pigqa Hellaswag Arc-E  Arc-C  Macro

50.4 62.1

Based
54.6 62.8

ReBased

30.8
30.7

40.4
41.0

22.9
21.5

413
4.1

Table 3: 1-shot performance on tasks from LM evaluation harness benchmark (Gao et al., 2023). See Section 5.5 for

more details.

Architecture ‘ WSC WIC RTE Record (FI/EM) MultiRC Copa BoolQ

46.5 47.6

Based | 55.8
46.9 53.1

ReBased | 56.7

62.7/62.1
62.8/62.2

51.5
51.9

66.0
67.0

48.3
52.0

Table 4: 1-shot performance on SuperGLUE benchmark (Wang et al., 2019). See Section 5.5 for more details.
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ReBased Ground Truth

116
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124
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Figure 4: Attention matrix for the different models, and ground truth positions for the query. We measure loU
between model’s attention and ground truth matrix for 10000 examples. Illustration of the experiment is described

in Section 5.6 Results are presented in Table 5.

Architecture ‘ TIoU ‘ Accuracy

Attention | 0.999 1
Based | 0.157 0.956
ReBased | 0.173 0.957

Table 5: ToU with attention matrix and ground truth po-
sition to retrieve on the MQAR task for 10000 examples.
Detailed experiment setup can be found in 5.6.

6 Conclusion and Future Work

In this paper, we present ReBased, a novel architec-
ture for sub-quadratic attention computation. For
our model, we analyzed the Base architecture and
proposed to develop it even further by using polyno-
mial kernels with learnable parameters and adding
normalization before the kernel evaluation. While
incorporating layer normalization into model train-
ing was attempted previously (Henry et al., 2020),
our method integrates this normalization directly
into the kernel function. With this simple architec-
tural change, we achieved results that outperformed
Based on MQAR and language modeling with the
Pile dataset tasks.

We analyzed the internal representations of Re-
Based, Based, and vanilla attention modules, and
concluded that ReBased resembles attention more

than Based. Notably, while Based uses a Taylor
expansion of an exponential function, a ReBased
kernel function is different from the exponent but
shows better performance. Our research suggests
that using a second-order polynomial might be in-
sufficient for the best performance, and indicates
that more sophisticated learnable kernels could be
utilized to improve the performance of trained mod-
els. Normalization could further improve various
kernel functions. This highlights a need for re-
searchers to revisit kernel-based methods with the
goal of enhancing their adaptability and efficiency.

Our findings reveal a disparity in handling the
MQAR task between attention-based models and
others such as Based, specifically as sequence
lengths increase. Attention models excel on longer
sequences, significantly outperforming their non-
attention counterparts. These results highlight the
necessity of further research into strategies that
could bridge this gap in order to reach the perfor-
mance of attention-based methods. Perhaps the
superior aspects of attention mechanisms could be
matched or exceeded by other models, especially on
tasks that require associative recall, such as machine
translation (Vardasbi et al., 2023). Future research
could give insight into this, leading to improved
models for processing long sequences.
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7 Limitations

While our proposed method demonstrates applica-
bility to a wide range of tasks typically addressed
by Transformers, its effectiveness in handling tasks
involving intensive copying or recalling previous
context remains unclear (see Table 2 and Jelassi
et al. (2024)). Successfully addressing these tasks
is crucial for fully mitigating inference problems
associated with attention mechanisms.

It is also worth noting that our experiments are
limited to academic-scale models. This does pose
certain limitations, particularly in extrapolating
the findings to larger models. However, given
the resource constraints, our results still provide
valuable insights into the potential efficacy of our
method.
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Figure 5: Architectures visualization.

Model Dimension | Attention ConvAttention RWKV ConvRWKV Mamba Based (Rebased)
64 623744 578752 623872 677120 655360 577984 (+768)
128 1313024 1149312 1313280 1395200 1413120 1179520 (+768)
256 2888192 2462464 2888704 2561024 3235840 2459392 (+768)
512 6824960 5580288 6825984 5777408 7847936 5307904 (+768)

Table 6: Number of model parameters in MQAR dataset. See Appendix A.

A Details for the MQAR dataset
experiments

In our experiments, we use the code from the official
MOQAR repository (Arora et al., 2024)2. However,
we modify the attention model from the one reported
in Arora et al. (2024), as we found it more stable
(see Figure 6). We can see that replacing the
first attention layer is beneficial for performance.
RWKYV performs better when we do not replace the
first layer, which is why we use we use two RWKV
layers in our main experiment (see Figure 1). We
report the number of trainable parameters in Table
6.

Sequence Length: 128 Sequence Length: 512

1.0 *— % % A

Accuracy
o
o
)
T

o
IS

o
[N}

0.0 0
512 64 128 256 512

64 128 256
Model Dim
—&— RWKV ConvRWKV ~ —&— Attention = —f— ConvAttention

Figure 6: Performance of the hybrid architecture with
convolutions on the first layer and the vanilla architecture.

2https://github.com/HazyResearch/zoology

We also modify the data configs to be more
challenging for the model. You can see the adjusted
parameters in Table 7.

seq_length | gk_pairs
128 16
256 64
512 128
1024 256
2048 512

Table 7: Sequence lengths and number of QK pairs in
dataset.

We use a batch size of 512 for all experiments.
In cases where there is not enough GPU memory,
we use the gradient accumulation technique. For
the learning rate, we use hyperparameter search
with the following grid: Se-4, le-3, 3e-3, le-2. We
use five different seeds for all reported results.

B Stability

In our experiments, we found ReBased to be more
stable during training with various hyperparame-
ters. To demonstrate this, we utilize an Expected
Validation Performance (EVP) plot (Dodge et al.,
2021). We treat the average across five seeds as
the final accuracy. Our results are presented in
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Appendix Figure 7. We noticed that even in cases
where the model dimension is sufficiently large to
store all necessary information, our modifications
lead to 100% accuracy for every hyperparameter set
and every seed we use, in contrast with the Based
model, where we observe degradation for certain
learning rates.

C Pile Dataset Experiment Details

Model ‘ # Parameters
Attention | 151 880 448

Based | 147 542 016
ReBased | 147 548 928

Table 8: Parameters count for the pile experiment. See
Appendix C.

We train our model on the tokenized Pile dataset
published on huggingface hub3. Note that this
tokenization differs from the one used in Based“.
We also use our pipeline, which we plan to release
to the public soon. We do not use rotary positional
embeddings (Su et al., 2024) or other tricks, as
we copy our models from the Based repository.
Hyperparameters can be found in Table 9.

Hyper-Parameter ‘ Value ‘

warmup steps 200
max grad norm 1
num steps 20000
seq len 4096
Ir le-3
weight decay 0.1
num heads 12
d model 768
effective batch size | 1024

Table 9: Hyperparameters used for training.

As in Arora et al. (2023), we use more hyper-
parameters in the Based/ReBased models then in
the Attention baseline. The number of layers and
head dim reported in Tables 10 and 11. We use a
hybrid architecture for the Based/ReBased models
where we use short convolution as a mixer for every
odd-numbered layer.

‘ Hyperparameters ‘ Value ‘

layers 12
head dim 64

Table 10: Attention hyperparameters.

‘ Hyper-Parameter ‘ Value ‘

layers 18
head dim 16

Table 11: Based/ReBased hyperparameters.

D Additional Analysis

In this section, we provide additional results and
experiments to further understand how the ReBased
model learns dependencies. First, we offer more
examples for our experiments with attention matri-
ces, as detailed in Section 5.6. Attention matrices
for random examples from the test set are presented
in Figure 8. Generally, we can observe that at-
tention "fires" more intensely at retrieving tokens
compared to Based/ReBased. This result suggests
that there may still be a flaw in our kernel function
that distributes attention to irrelevant tokens. We
further investigate this phenomenon by analyzing
the distribution of attention on the last token, as
shown in Figure 9. The number of noisy tokens for
the ReBased model is smaller compared to Based,
but Attention exhibits superior results.

Layer normalization is the main difference be-
tween the Based and ReBased models. Therefore,
it is important to analyze the parameters obtained
during the training process. We logged the mean
and standard deviation of the parameters across dif-
ferent sequence lengths. Our results can be found
in Figure 10. Notably, the final parameter value is
independent of the training sequence length, which
can indicate that we may not need to train the model
for all possible lengths. Both vy and 8 parameters
have high standard deviation values compared to
the mean absolute value. Consequently, we can
assume that it is important to provide features with
different scales.

3https://huggingface.co/datasets/EleutherAl

4See report
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Figure 7: Expected validation accuracy across different hyperparameters. The ReBased model works best across all
hyperparameters, budgets, and model dimensions. See Section 5.3 for more details.
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Figure 8: Attention matrix for the different models, and ground truth positions for the query. We measure loU
between the model’s attention and ground truth matrix for 10000 examples. llustration of the experiment is described
in Section 5.6 Results are presented in Table 5.
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Figure 9: Attention scores for a random example. Based and Rebased scores are noisy, while attention has one peak
at the ground truth position. See Appendix A.
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Figure 10: Analysis of the layer normalization parameters. Mean value of the scale parameter (gamma) tends to the
same value of about 0.13, and the bias parameter (beta) tends to 0. See Section D.
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