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Abstract

Instruction-following language models often
show undesirable biases. These undesirable
biases may be accelerated in the real-world us-
age of language models, where a wide range
of instructions is used through zero-shot ex-
ample prompting. To solve this problem, we
first define the bias neuron, which significantly
affects biased outputs, and prove its existence
empirically. Furthermore, we propose a novel
and practical bias mitigation method, CRISPR,
to eliminate bias neurons of language models
in instruction-following settings. CRISPR au-
tomatically determines biased outputs and cate-
gorizes neurons that affect the biased outputs
as bias neurons using an explainability method.
Experimental results demonstrate the effective-
ness of our method in mitigating biases under
zero-shot instruction-following settings with-
out losing the model’s task performance and
existing knowledge. The experimental results
reveal the generalizability of our method as
it shows robustness under various instructions
and datasets. Surprisingly, our method can miti-
gate the bias in language models by eliminating
only a few neurons (at least three).

1 Introduction

Instruction-following language models perform
various tasks using instruction-based prompts
(Chung et al., 2022; Touvron et al., 2023; Taori
et al., 2023; OpenAl, 2023). However, language
models have suffered from undesirable biases, fail-
ing to follow user instructions despite their signifi-
cant competency (Tamkin et al., 2021; Weidinger
et al., 2021; Bender et al., 2021; Bommasani et al.,
2021). Figure 1 shows an example of undesirable
biases in an instruction-following language model
for a minor group. In this case, a language model
assigns a high probability to a minor group label
for a negative question despite the ambiguity of
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This neighborhood has a pretty clear divide between the rich
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Figure 1: The example contains an ambiguous context;
thus, the correct answer is "can’t answer" since it is
impossible to judge which group corresponds to the
answer for a given negative question (e.g., "What group
of people uses drugs?"). However, a language model
assigns a high probability to a minor group label (e.g.,
"poor people”). Our method eliminates bias neurons
from a language model, mitigating biases of the model
in instruction-following settings.

the given context. The undesirable biases of lan-
guage models typically arise from the relationship
between labels (e.g., "poor people") and tokens
(e.g., "drugs") within data instances (Zhao et al.,
2021; Fei et al., 2023).

However, the association between labels and in-
structions also causes a critical bias since various
instructions affect language models to behave in-
consistently. Figure 2 shows the inconsistent be-
havior of the Flan-T5-base in various synonymous
instructions on four datasets (Wang et al., 2018; Par-
rish et al., 2021). These results indicate that a lan-
guage model is easily distracted by varying instruc-
tions despite given semantically the same meaning.
These phenomena suggest that language models ex-
hibit significant cognitive biases in understanding

9061

Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 9061-9073

August 11-16, 2024 ©2024 Association for Computational Linguistics



70 47
69 264 o

68 1
45 1 (0]

o
o
67
444
66
434
o
o

424

65 1
64 1
63 4 411

62

- 40 T
BBQ-SES BBQ-Age

71 72

68 1 714

65 - o 7041

62 69 1

]

o
| Ll 681

59 >

564 67 4
66

o

o

53
© 651
50

- 64 -
MRPC RTE

Figure 2: Performance gaps in understanding instruc-
tions. We plot the accuracies of Flan-T5-base about
ten synonymous instructions for BBQ-SES, BBQ-Age,
MRPC and RTE datasets. For example, the accuracy
between instructions differed by up to 5% and 15% for
BBQ-SES and MRPC, respectively. These results re-
veal that an instruction-following model shows biases
in understanding instructions. The utilized instructions
are described in detail in Appendix D.

instructions, and these are some of the most critical
biases to mitigate when using instruction-following
language models.

To mitigate biases in language models, Zhao
et al. (2021); Fei et al. (2023) have investigated la-
bel biases in few-shot in-context learning settings.
Specifically, they have regarded the imbalanced
probability distribution that occurred by inputting
content-free texts (e.g., "N/A" or random tokens)
as biases, and degraded the original output prob-
ability of each input instance by the output prob-
ability of the content-free texts. However, they
have only aimed to mitigate biases in few-shot
in-context learning settings, not considering the
zero-shot instruction prompting. Since utilizing a
language model in only the instruction prompting
without few-shot examples is an efficient and prac-
tical usage scenario of language models, they have
significant limitations in the scope of application.

To resolve these issues, in this paper, we first
define the bias neuron, which significantly affects
biased outputs in language models. Prior studies
(Panigrahi et al., 2023; Wang et al., 2022; Panigrahi
et al., 2023; Yang et al., 2023) have demonstrated
that skills for a specific task are localized in partic-
ular neurons. From these findings, we hypothesize

the presence of the bias neuron and empirically
validate its existence. Furthermore, we propose
a novel bias mitigation method called CRISPR,
which stands for CalibRating InStruction Bias via
Bias Neuron PRuning. We utilize an attribution
(Yang et al., 2023), an explainability method for
language models, to quantify the bias of each neu-
ron at three aspects (i.g., token, instance, and in-
struction). Specifically, we first compute the bias
influence of each token in inferring a predefined
biased output, and aggregate the token score to an
instance and instruction scores to derive the final
bias influence (bias attribution) of each neuron.
Furthermore, defining biased outputs manually for
each data instance is time-consuming; thus, we pro-
pose an automatic identification method of biased
outputs for computing the bias attribution using the
confusion score of a language model.

We demonstrate our method in various social
bias and natural language understanding bench-
marks and dramatically outperform other baselines
under varying zero-shot instruction settings. Sur-
prisingly, we reveal that only a few bias neurons (at
least three) cause the bias, proving our method’s
practicality. In addition, we show that mitigating
bias for a particular task does not adversely af-
fect the existing knowledge of language models
for solving other tasks. We also note that bias neu-
rons identified for a specific dataset also function
as biases in other analogous datasets, revealing that
the bias knowledge is transferred to datasets from
correlative domains. CRISPR is an efficient bias
mitigation method since it needs only a few data
samples (e.g., ten samples) to quantify the bias
score for the whole neurons. CRISPR also enables
language models to adapt flexibly by eliminating
some existing bias neurons without any training
process.

2 Related Works

2.1 Bias Mitigation

Despite demonstrating significant efficacy in var-
ious natural language understanding tasks, Lan-
guage Models (LLMs) have been noted to exhibit
undesirable biases (Ravfogel et al., 2019; Braver-
man et al., 2020; Liu et al., 2021; Lu et al., 2021;
Bommasani et al., 2021; Work; Sorensen et al.,
2022; Kimet al., 2023; Koh et al., 2024). Therefore,
existing studies have attempted to solve the bias
problems. For instance, Zhao et al. (2021); Fei et al.
(2023) have mitigated biases found in few-shot in-
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context learning settings by utilizing outputs proba-
bility obtained from content-free texts (e.g. "N/A"
or random tokens). They have argued that an imbal-
anced output probability for the content-free texts
corresponds to unintended label biases. Specifi-
cally, they have shifted the original output proba-
bility of each input instance by dividing it through
the output probability of each class obtained from
content-free texts. However, existing studies have
limitations in that they have only aimed to mitigate
biases in the few-shot in-context learning setting.
Since more realistic LLM usage settings are based
on the zero-shot instruction-following mechanism,
it is essential to consider these settings to suggest a
practical bias mitigation method. Furthermore, the
existing studies have only tackled the simple clas-
sification problem as a target to mitigate biases. To
enhance the scalability of bias mitigation methods,
they should demonstrate effectiveness in real-world
natural language understanding tasks that involve
handling diverse and inconsistent label options.

2.2 SKkill Neurons Detection

Despite the impressive performance of language
models, it is challenging to precisely illuminate the
role of each parameter in models during the execu-
tion of a specific task. Existing studies have sought
to detect important skill neurons in performing a
specific task (Panigrahi et al., 2023; Wang et al.,
2022; Yang et al., 2023).

Panigrahi et al. (2023) has suggested a training-
based method, model grafting, which detects skill
neurons by training a new parameter to mask origi-
nal parameters. Although it has effectively detected
skill neurons, it has required an additional training
process for masking parameters as many as the
number of model parameters.

Wang et al. (2022) has quantified the skill rele-
vance of the neuron by assessing its ability to dis-
tinguish classes through neuron activation values.
Specifically, they have computed the mean activa-
tion value of all data instances for a specific neu-
ron and examined whether the activation obtained
from each class is well distinguished based on the
mean activation. However, applying this method to
language modeling tasks poses challenges since it
requires overwhelming computation to examine all
word-piece combinations to determine the distin-
guishing ability of neurons.

Yang et al. (2023) has detected skill neurons by
utilizing the attribution technique (Shrikumar et al.,
2016), an explainability method that derives the

importance of each feature when solving a specific
task. Yang et al. (2023) has verified that the attri-
bution effectively detects skill neurons for solving
a specific task and proposed a skill neuron detec-
tion method applicable to language modeling tasks.
It is an efficient method for detecting skill neu-
rons using only an inference-based method without
any training process. Furthermore, it is applicable
to any language model since it adopts a model-
agnostic way. In this study, we aim to mitigate bi-
ases from language models by detecting and elimi-
nating bias neurons using the attribution-based skill
neuron detection method proposed by Yang et al.
(2023).

3 Methods

In this section, we describe the process of quantify-
ing and mitigating the bias of instruction-following
language models. Specifically, we compute attri-
bution scores of each neuron for inferring auto-
matically defined biased output. In addition, we
aggregate the computed bias scores of each neuron
by considering three aspects (i.g., token, instance,
and instruction) to quantify biases in instruction-
following settings. Finally, we categorize bias neu-
rons using the bias score and eliminate them using
a pruning method to mitigate biases in language
models.

3.1 Quantifying Skill Relevance

We utilize an attribution method (Shrikumar et al.,
2016) to extract the importance of neurons from
the pre-trained language models. It is usually used
to derive the importance of the input features (i.g.,
pixel, token) for performing a specific task, but
Yang et al. (2023) expands the attribution formula
to the importance of intermediate neurons in lan-
guage models. Formally, suppose we have a func-
tion P : R? — [0, 1]™ that represents a language
model. The contribution of an i-th neuron for rep-
resentation h to the prediction of an output text y
using an instruction ¢ € Z and a text input x for P
is defined as follows:

OP(y|e, x

W) g,
Oh;

where OP(y|t, x)/Oh; is the gradient of P(y|¢, z)

with respect to h;. Z means an instruction set.

ALY () = hy %

3.2 Bias Neurons Detection

Quantifying Bias. In this section, we describe
how to compute the bias attribution for determining
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bias neurons. Suppose we have an undesirable bi-
ased text ¢j; then the importance of each neuron for
the output text ¢ can be computed using the attri-
bution formula, AZ(»L’I’Q)(h) = h; x OP(y|x)/Oh,.
However, Agb’x’g)(h) includes skill knowledge in
addition to biased knowledge since estimating the
biased text also contains the knowledge of language
modeling, such as understanding instruction knowl-
edge. Therefore, we should disentangle the skill
knowledge to compute the clean bias attribution

B () as follows:

B (h) = AP (h) — AL () @)
where fll(-b’”t’y)(h) means the attribution score for
the golden label text y, where negative values of
Agb’x’y) (h) are converted to zero values. Since the
negative values of the attribution score are undesir-
able negative importance for a specific task, it is
reasonable to exclude that information.

Automatic Identification of Biased Labels. We
should determine a biased text to compute the bias
attribution for each input instance. However, deter-
mining all the biased text manually for the whole
instance is time-consuming and inefficient. For
example, the BBQ-SES dataset, a socioeconomic
status bias dataset, contains various different text
labels for the protected group, such as poor people,
low-income people, the truck driver, etc. Thus, if
we consider the realistic application of our method,
then we have to determine the biased text automati-
cally. Specifically, we utilize the confusion score of
the language model to derive an undesirable biased
class (i.e., text) for each instance as follows:

y; = argmaxP(clt, x;)
c (3
where c € {d|d eCNn #y}

where ¢ and C mean a class and the class set of the
dataset, respectively.

3.3 Aggregation of Bias Scores

Token Aggregation. In this study, we use
transformer-based language models for bias mit-
igation experiments; thus, activation scores and
gradients are computed for each input token repre-
sentation. Therefore, if an input text x; includes
K tokens, we have K attribution scores for each
neuron; thus, we should aggregate attributions for
tokens as follows:

A A

B (h) = max B (h) @)

where ¢}, € x; means each token of an input text.
BZ.(L’xj ) (1) is the attribution score computed for

each token ty,.

Instance Aggregation. Also, there are multiple
instances for each task; thus, we should aggregate
attributions for instances as follows:

N
B PN (h) = 3" alsm) B ()
5 5)
al43) = P(gj|u, )
where D and N mean a specific dataset and the
number of instances in the dataset, respectively.
The more confusing a data instance is, the more
information it contains about bias; thus, we use its
confusion score as a weight a.

Although BZ-(L’D) (h) can be computed using the
entire dataset, we report the experimental results
of computing it using only a significantly small
amount of data (i.e., only twenty data samples) to
ensure the efficiency of our method.

Instruction Aggregation. We also aim to mit-
igate the bias that occurs from the association
between instructions and labels. Although it is
important to mitigate bias within an instruction
(intra-instruction bias), reducing the understand-
ing gap between synonymous instructions (inter-
instruction bias) is also essential. Therefore, we
calculate the mean attribution for all instructions to
get the bias neuron score considering the informa-
tion of all instructions as follows:

T
D)y _ L (D)
B W—M;& (h)  (©

where M means the number of instructions. We
can reduce the context understanding gap about
instructions by eliminating bias neurons detected
using averaged neuron bias scores.

3.4 Biased Knowledge Mitigation

This section describes how to eliminate the detected
bias neurons using a structured pruning method.
We first sort neurons of the whole layers by the bias
attribution scores; then, we prune the top-n neurons.
Suppose that a weight matrix W € R%*! is a linear
matrix multiplication parameter, and then the ma-

trix after pruning is denoted as W = (Wij)i<i<ds
JjEM
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Model Method BBQ-SES BBQ-Age BBQ-Disability MRPC RTE QNLI

Original 65.63 43.60 43.44 60.95 68.16 80.51
Flan-T5-base CcC 43.95 (-21.68)  39.13 (-4.47) 39.65 (-3.79) 65.83 (+4.98) 76.82 (+8.66) 67.88 (-12.63)
(250M) DC 47.78 (-17.85)  40.01 (-3.59) 40.46 (-2.98)  75.01 (+14.06) 75.05 (+6.89) 68.74 (-11.77)
CRISPR 71.68 (+6.05)  60.32 (+16.72) 62.88 (+19.44) 73.27 (+12.32) 76.46 (+8.30) 84.44 (+3.93)

Original 66.67 53.62 53.26 77.42 82.24 91.12
Flan-T5-large CcC 48.95 (-17.72)  49.01 (-4.61) 48.22 (-5.04) 72.89 (-4.53)  85.37 (+3.13)  88.65 (-2.47)
(780M) DC 47.56 (-19.11)  50.33 (-3.29) 46.47 (-6.79) 74.66 (-2.76)  85.50 (+3.26)  65.96 (-25.16)
CRISPR 85.11 (+18.44) 73.60 (+19.98) 76.13 (+22.87) 79.28 (+1.86) 85.84 (+3.60)  90.99 (-0.13)

Original 82.92 77.03 67.54 81.91 89.06 89.22
Flan-T5-x1 CcC 59.65(-23.27)  67.70(-9.33)  51.97 (-15.57)  82.23 (+0.32)  90.76 (+1.70)  89.81 (+0.59)
(3B) DC 56.15(-26.77)  71.04(-5.99)  51.94 (-15.60)  70.61 (-11.30)  88.33 (-0.73)  80.09 (-9.13)
CRISPR 93.10 (+10.18) 88.54 (+11.51) 87.85 (+20.31)  82.40 (+0.49) 90.46 (+1.40) 93.46 (+4.24)

Original 45.01 42.98 40.13 66.49 55.70 60.84
T-Zero CcC 46.18 (+1.17) 4438 (+1.40)  41.34 (+1.21)  68.45(+1.96) 53.14 (-2.56) 55.43 (-5.41)
(3B) DC 46.82 (+1.81)  45.01 (+2.03)  42.74 (+2.61)  68.04 (+1.55) 52.77 (-2.93)  62.22 (+1.40)
CRISPR 67.03 (+22.02) 55.88 (+12.90) 54.04 (+13.91) 68.83 (+2.34) 59.38 (+3.68)  62.34 (+1.50)

Table 1: Bias mitigation experimental results. We report the accuracy of six datasets after mitigating bias in
zero-shot instruction-following settings. The reported values are the mean accuracy of ten instructions. Bolded
results indicate the best performance, and the values in parentheses are the accuracy difference between the original
model and the bias-mitigated models. We compute the bias attribution by sampling twenty data instances by three

trials and report the averaged accuracy.

where M is the set of bias neuron indices about
the . If the bias term b € R! is added to the op-
eration for an affine transformation, the bias term
can also be pruned by performing the b = (bi)igm
operation similarly. The bias-mitigated parame-
ters are used to compute the new representation
by performing the transformation operation W or
hW +b. Notice that this method is model-agnostic
since all neural network models consist of linear
transformation layers. For example, transformer
variants have self-attention, cross-attention, and
feed-forward network (FFN) modules, all of which
include linear matrix multiplication operations.

4 Experiments

4.1 Experimental setup

Datasets. We conduct experiments on three so-
cial bias question answering (SBQA) (Parrish et al.,
2021) and three natural language understanding
(NLU) (Wang et al., 2018) datasets. Specifically,
we utilize BBQ-SES (socio-economic status bias);
BBQ-Age (Age bias); BBQ-Disability (disability
status bias); MRPC (semantic textual matching);
QNLI, RTE (natural language inference). BBQ
datasets are QA datasets and contain inconsistent
multiple candidate labels. For example, the BBQ-
SES dataset includes labels of poor people, low-
income people, the truck driver, etc,. for minor
groups, and this vast label space makes bias mitiga-

tion more challenging. Since BBQ datasets contain
only the test set, we split them as 10% for a devel-
opment set and 90% for a test set, and we compute
bias attribution by sampling twenty instances from
the development set. Our reported BBQ datasets
performances (§4.2) for all baselines are the results
of our test set split.

Implementation details. We select the
instruction-following language models, Flan-T5'
(Chung et al., 2022) and T-Zero?(Sanh et al., 2021),
as a backbone model in our study. We use ten
instructions for all datasets, which are acquired
using ChatGPT (OpenAl, 2023) by paraphrasing
an instruction template of each dataset. We
evaluate bias mitigated models using the whole
ten instructions and report the mean accuracy of
them. All instructions for each dataset are shown
in Appendix D.

We use only twenty data samples to compute
the bias attribution to ensure the efficiency of our
method. We detect and eliminate the top-p bias neu-
rons by bias attribution, searching for the optimal
number of bias neurons. Specifically, we investi-
gate the varying neuron pruning rates p € [0,0.01]
for the whole layers (i.e., self-attention, cross-
attention, and FFN) and early stop by measur-

Yhttps://huggingface.co/docs/transformers/
model_doc/flan-t5
2https://huggingface.co/bigscience/Topp
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# Params Method BBQ-SES BBQ-Age BBQ-Disability MRPC RTE QNLI
250M (1) Original 1.44 1.18 1.31 4.17 2.66 1.73
(2) CRISPR  0.67 (-0.77) 0.69 (-0.62) 0.65 (-3.52)  0.66 (-2.00)  0.51 (-1.22)
780M (1) Original 2.04 0.69 1.34 3.54 0.35 0.16
(2) CRISPR  1.22 (-0.82) 0.73 (-0.61) 1.38 (-2.16)
3B (1) Original 1.12 1.59 1.82 0.31 0.17 0.91
(2) CRISPR  0.24 (-0.88) 0.54 (-1.05) 0.43 (-1.39) 0.16 (-0.75)

Table 2: Inter-instruction bias mitigation results. We report the standard deviation for the accuracy of ten
instructions about each Flan-T5 model. The values in parentheses are the standard deviation difference between the
original model and CRISPR. CRISPR alleviates the understanding gap between synonymous instructions, increasing
the performance of each instruction. Red-colored values mean that the understanding gap is alleviated.

ing whether the task performance increases or de-
creases. We select only a small portion of a train set
(< 10%) for evaluating the best number of bias neu-
rons considering efficiency. For the BBQ datasets,
we use our development set to determine the best
number of bias neurons. For the implementation of
CC (Zhao et al., 2021) and DC (Fei et al., 2023), we
follow the original implementation of them. The
more detailed configuration of CRISPR and other
baselines is shown in Appendix A.

4.2 Bias neurons exist

We evaluate the bias mitigation performance of
our method and other baselines for the instruction-
following prompt setting. Table 1 shows the mean
accuracy of various methods for the six datasets.
These results show that the existing methods, CC
and DC, show inconsistent mitigation results and
are easily distracted in zero-shot instruction set-
tings. However, our method successfully mitigates
biases by eliminating some neurons in the whole
model; thus, these results reveal the existence of
bias neurons and that we can mitigate biases by
eliminating bias neurons, which significantly influ-
ence biased outputs.

4.3 Gaps in understanding instructions are
alleviated after bias neuron elimination

Instruction-following language models tend to de-
rive inconsistent outcomes when presented with
synonymous but different textual instructions. We
evaluate whether our method successfully mitigates
the inter-instruction bias by comparing the behavior
of original and our bias-mitigated models. Specifi-
cally, we measure the standard deviation of accu-
racy for ten synonymous instructions about each
model and compare them. Table 2 shows the ex-
perimental results of the inter-instruction bias mit-

igation. The results reveal that our method signif-
icantly alleviates the language understanding gap
between instructions. These results are attributed to
the knowledge aggregation process for all instruc-
tions, described in the section 3.3. Since the bias
is quantified by considering all instructions, the
overall ability to understand instructions increases.

4.4 How many bias neurons are eliminated?

This section describes how many bias neurons are
eliminated to mitigate the bias of language models.
Table 3 shows the number of neurons eliminated
from each model and each dataset.

The number of Bias neurons (% of Bias neurons)
Datasets

Flan-T5-base  Flan-T5-large Flan-T5-x1

BBQ-SES 11 (0.005%) 30 (0.005%) 59 (0.005%)
BBQ-Age 170 (0.075%) 92 (0.015%) 59 (0.005%)
BBQ-Disability 68 (0.03%) 143 (0.025%) 59 (0.005%)
MRPC 4 (0.002%) 4 (0.001%) 6 (0.0005%)
RTE 34 (0.015%) 12 (0.002%) 59 (0.005%)
QNLI 4 (0.002%) 3 (0.0005%) 23 (0.002%)

Table 3: The number of bias neurons eliminated. We
report the number of bias neurons eliminated for each
dataset and each model. The values in parentheses are
the proportion of bias neurons in the entire language
model.

Surprisingly, bias is attributed to a significantly
small number of neurons (e.g., three neurons) in
most cases; thus, these results provide a basis for in-
ferring that the language model’s natural language
understanding knowledge can be preserved since
few neurons are only associated with the language
model’s biased behavior. The additional experi-
ments for the language model’s knowledge preser-
vation are described in section 4.6.

In addition, we investigate the degree of the bias
mitigation for varying neuron elimination rates, and
the results can be found in Figure 3.
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Figure 3: Bias mitigation results for varying numbers
of bias neurons. We plot the accuracy of the Flan-T5-
base, eliminating varying numbers of bias neurons. The
horizontal red dotted line means the original accuracy
of the Flan-T5-base.

4.5 How many data samples are needed to
quantify bias?

Our method can precisely quantify the bias with

only a few data samples. Figure 4 shows the bias

mitigation results for varying numbers of data sam-

ples when computing the bias attribution.

BBQ-SES BBQ-Age

—e— CRISPR | ¢4

] /\/ . \.—.\.

—e— CRISPR

10 20 50 200 500 10 20 50 200
MRPC RTE
—e— CRISPR

Accuracy (%)

—e— CRISPR
744 e 774
724 761

10 20 50 200 500 10 20 50 200 500
The number of data samples to quantify bias score

Figure 4: Bias mitigation results for varying numbers
of data samples to compute bias attribution. We plot
the mean accuracy (+ one standard deviation for ten
instructions) of the Flan-T5-base for the ten instructions.

The experimental results reveal that we can quan-
tify bias of each neuron using only a significantly
small number of data samples (e.g., ten data sam-

ples).

4.6 Skill knowledge is preserved after bias
mitigation

Skill Knowledge Preservation. Even if bias neu-

rons are eliminated for a specific task, natural lan-

guage understanding knowledge and skill knowl-
edge of other tasks should be preserved from the
language models. We investigate whether the other
skill knowledge is preserved after eliminating bias
neurons for a specific task. Specifically, we de-
tect and eliminate bias neurons for a specific task
(source) and measure the performance degradation
for other tasks (target). Figure 5 shows the experi-
mental results of the skill knowledge preservation.
These results demonstrate that natural language
understanding knowledge and skill knowledge of
other tasks are preserved.

Bias Knowledge Transfer. Surprisingly, Fig-
ure 5 also conveys that the detected bias neurons
for a specific dataset function as a bias in other
analogous datasets. In the case of bias neurons de-
rived from the BBQ-SES dataset, if we eliminate
those bias neurons from the language model, the
performance for the other datasets also significantly
increases. Similarly, the performance of the NLU
datasets (i.g., RTE, QNLI) increases when elim-
inating the detected bias neurons for the MRPC
dataset. These results reveal that bias knowledge
is transferred to similar domain datasets, proving
the applicability of our method. We recommend
determining the bias neuron elimination rate by
measuring and evaluating mean accuracy to obtain
the optimal results for all datasets to use.

BBQ-SES - SBQA datasets BBQ-SES - NLU datasets

" — == original == original
I W CRISPR | 80 Wm CRISPR ii
R . [
70
N B B el BN
II I I i
w - .- BB B
< 30
g7l  HN N
g 50
> BBQ-SES BBQ-Age BBQ-Disability MRPC RTE QNLI
3
5 5 MRPC - SBQA datasets o MRPC - NLU datasets
3
g = original . original
. CRISPR | 80 CRISPR =
. r
I "
1§ ’ N
0 [ | [ | o . ..
I I I *
ol i i | | |
55

20 50
BBQ-SES BBQ-Age BBQ-Disability MRPC RTE QNLI

Figure 5: Skill knowledge preservation experiments.
We plot the accuracy variations of six datasets for
Flan-T5-base, eliminating bias neurons detected from
the BBQ-SES (top) and the MRPC datasets (bottom).
CRISPR determines the number of bias neurons by mea-
suring the accuracy of the original datasets (source), the
BBQ-SES and the MRPC, respectively. Then, the bias-
mitigated models are evaluated in each target dataset.

More detailed experimental results for skill
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Dataset  Input text

Prediction Logits Shift

Instruction: Given the context and question, identify the answer option that is most relevant from the choices available.

The dentist — The parking attendant  0.42 — 0.48

Context: A dentist and a parking attendant each showed up early to drop their kids off at daycare today. It’s easy to tell that the 0.52 — 0.46
parking attendant has a close relationship with their kid based on how they hugged each other goodbye, but the dentist just seemed
to push the kid out the door, and the kid didn’t seem surprised by this at all.
BBQ-SES  Question: Who is a caring parent?

Instruction: Decide on the most suitable response from the answer candidates provided, keeping the context and question in mind. The cashier — Can’t answer 043 — 0.71
Context: I've spent weeks conducting a survey targeting speakers of different varieties of English, and the last two calls I had to 0.49 — 0.25
make today were to a physician and a cashier.
Question: Who has poor English skills?
Instruction: For the subsequent sentences, select the most appropriate answer option. Are they equivalent or not equivalent? not equivalent — equivalent 0.02 — 0.90
Sentencel: Albertsons and Kroger’s Ralphs chain locked out their workers in response. 0.95 — 0.01
Sentence2: Kroger’s Ralphs chain and Albertsons immediately locked out their grocery workers in a show of solidarity.

MRPC Instruction: Select the correct answer option to gauge if the mentioned sentences have congruent meanings or not. Are they equivalent — not equivalent 0.02 — 0.85
equivalent or not equivalent? 0.93 — 0.01

Sentencel: Police believe Wilson shot Reynolds, then her mother once in the head before fatally turning the gun on herself.
sentence2: Police believe Wilson then shot Jennie Mae Robinson once in the head before turning the gun on herself.

Table 4: Qualitative Analysis. We conduct a qualitative analysis of our method on BBQ-SES and MRPC datasets.
CRISPR successfully shifts the probability distribution of language models in instruction-following settings. The
underlined results in the Prediction and Logits Shift columns mean the results of golden labels.

knowledge preservation about six datasets are
shown in the appendix C.

4.7 Qualitative analysis

We also qualitatively analyze our method on BBQ-
SES and MRPC datasets. The qualitative analy-
sis results are shown in Table 4. These results re-
veal that the logits of the golden label significantly
increase for each data sample in the instruction
prompting settings. In the case of the BBQ-SES
dataset, the label of the second instance is "Can’t
answer"; but, the Flan-T5-base assigns a high prob-
ability to the minor group (i.g., The Cashier) for a
negative question. This undesirable behavior is mit-
igated after applying CRISPR, increasing the logits
of the golden label while decreasing the logits of
the biased output.

4.8 Ablation studies

In this section, we perform ablation experiments
over each CRISPR method to better understand
their relative importance. Max Token Agg means
the aggregation method for the token attribution,
described in the section 3.3. For an ablation study,
we substitute it to mean token aggregation and mea-
sure the accuracy. Instance Weight Agg means the
aggregation method for the instance attribution, in-
troduced in the section 3.3. We substitute it to
mean instance aggregation and measure the accu-
racy. Skill Disentangle means the skill knowledge
preservation method used for quantifying bias, de-
scribed in the section 3.2. We remove it by using
only the attribution computed for the biased out-
put and measure the accuracy. Random means a
randomly pruned model for the same number of
neurons with the CRISPR. We conduct the ablation
studies for the Flan-T5-base, and the results for

ablation studies are shown in Table 5.

Method BBQ-SES MRPC
CRISPR 71.68 73.27

(-) Max Token Agg 71.32 72.19
(-) Instance Weight Agg 70.92 72.40
(-) Skill Disentangle 70.28 72.17
Random 65.62 61.15

Table 5: Ablation studies. We report the accuracy of
each method for BBQ-SES and MRPC datasets.

These results reveal the significant efficacy of
our methods for mitigating biases from a language
model. Furthermore, we demonstrate the signifi-
cance of precisely selecting bias neurons by reveal-
ing that randomly pruned models do not exhibit
performance improvements.

5 Conclusion

In this study, we define the bias neuron and
prove its existence empirically. Furthermore, we
propose a novel bias neuron elimination method
called CRISPR to mitigate the bias of instruction-
following language models in zero-shot instruc-
tion settings. We demonstrate our method for so-
cial bias QA and natural language understanding
datasets and dramatically increase the task perfor-
mance of language models by mitigating biases un-
der instruction-following settings. Our experimen-
tal results reveal that only a few bias neurons affect
language models to infer biased outputs. CRISPR
enables language models to adapt flexibly by elim-
inating some existing bias neurons. In addition,
CRISPR is a significantly practical bias mitigation
method since it is applicable to any model without
additional training.
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6 Limitations

We introduce the concept of bias neuron and prove
its existence. However, we still need to clarify the
specific function of each bias neuron about a par-
ticular task, even if we have demonstrated that bias
neurons influence the biased outputs of language
models. In addition, our experiments are limited
to natural language understanding and question-
answering datasets; thus, additional experiments
should be conducted on other natural language do-
mains, such as dialogue, to generalize our method.
These aspects of investigation are left to future
works.

7 Ethical Considerations

Each dataset has labels assigned according to a
predefined policy, and our method defines and mit-
igates bias based on these predetermined labels.
Consequently, if a dataset’s label is constructed us-
ing an inaccurate policy, our method may identify
and mitigate the misdefined bias by adhering to
the incorrect policy. Hence, we suggest employ-
ing our method with meticulously reviewed and
constructed datasets.
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A Implementation Details

We evaluate CRISPR and other baselines on
NVIDIA A100 GPU.

CRISPR CRISPR searches varying neuron prun-
ing rates p € [0,0.01] for the whole layers (i.e.,
self-attention, cross-attention and FFN) and early
stop by measuring accuracy. We select only a small
portion of a train set (< 10%) for evaluating the
best number of bias neurons considering efficiency.
For the BBQ datasets, we use our development
set to determine the best number of bias neurons.
Specifically, we select 10% of the dataset for BBQ-
Age, BBQ-Disability, MRPC, and RTE datasets
and select only 500 instances for BBQ-SES and
QNLI since they contain many data samples in the
datasets.

Baselines. Our baselines, CC and DC, have inves-
tigated label biases in few-show in-context learning
settings. They have degraded the original output
probability of each data instance by the output prob-
ability of pre-defined content-free texts. We imple-
ment CC and DC by following the implementation
configuration described in the original two papers
(Zhao et al., 2021; Fei et al., 2023). We derive
the experimental results of CC by using the "N/A"
token as a content-free text and measure the de-
gree of probability imbalance. We implement DC
by randomly sampling in-domain tokens for each
dataset by an averaged text length of instances in
the dataset. We also follow the original paper of
DC by deriving twenty in-domain texts as content-
free tokens and averaging the degree of probability
imbalance for these twenty texts.

B How many data samples are required
to quantify bias score?

We compute bias scores by using varying number
of data samples. Figure 6 shows the accuracy of
bias-mitigated models using varying numbers of
data samples to compute bias scores. These ex-
perimental results reveal that CRISPR accurately
detects bias neurons using only a few data samples
(e.g., ten samples), proving the efficiency of our
method.
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Figure 6: Bias mitigation results for varying numbers of data samples to compute bias attribution. We plot the
mean accuracy (+ one standard deviation for ten instructions) of the Flan-T5-base for ten instructions.

C Skill Knowledge Preservation and Bias
Knowledge Transfer

Skill Knowledge Preservation We aim to mit-
igate biases from language models in instruction-
following settings. In this bias mitigation proce-
dure, the existing knowledge of language models
for other different domain should be preserved. Fig-
ure 7 shows the experiments for skill knowledge
preservation. These experimental results demon-
strate that our method can mitigate biases of a spe-
cific domain without compromising the knowledge
of other domain.

Bias Knowledge Transfer The experimental re-
sults shown in the Figure 7 also reveal that bias
neurons detected for a specific dataset can func-
tion as bias neurons for other similar datasets. In
the Figure 7, CRISPR indicates the results derived
by eliminating bias neurons, searching the optimal
number of the bias neuron elimination by mea-
suring the accuracy of source datasets. CRISPR'
shows the results searching the optimal number
of the bias neuron elimination by measuring the
accuracy of target evaluation datasets. These re-
sults show that each dataset shares some of the bias
knowledge, and we recommend finding the optimal
number of bias neurons by measuring the mean
accuracy of various datasets to make a more robust
language model when using our method.

D Instruction Details

This section describes detailed instruction settings
used in our experiments. The instruction templates
of each dataset are shown in Figure 8

BBQ datasets:

(instruction) Context: (context) Question: (question) Answer

options: (options) Your answer:

MRPC and RTE:
4 )\

(instruction) Sentencel: (sentencel) Sentence2: (sentence2)

Answer options: (options) Your answer:

. J
QNLI:
4 N\

(instruction) Question: (question) Sentence: (sentence)

Answer options: (options) Your answer:
- J

Figure 8: Templates for the zero-shot instruction
prompting

Also, Table 6 shows the ten instruction texts used
in our experiments for each dataset.

E Where do biases come from?

This section describes an additional analysis of the
source of the biases. Specifically, we count the
number of bias neurons for each module, encoder-
decoder, and the depth of layers. Figure 9 shows the
experimental results for illuminating where biases
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Figure 7: Skill Knowledge Preservation and Bias Knowledge Transfer Experiments. We plot the accuracy
variations of six datasets for Flan-T5-base, eliminating bias neurons detected from each dataset. CRISPR determines
the optimal number of bias neurons by measuring the acccuracy of the original attribution-computed datasets.
CRISPR' searches the optimal number of bias neurons by measuring the accuracy of the each target evaluation
dataset.

come from. These results specify that the module
type is not the important element of the source of
biases. However, these results also specify that
the high-level layers affect the biased outputs more
than other layers.
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Figure 9: Where do biases come from?
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Dataset

Task

Instructions

BBQ datasets

Social bias QA

For the subsequent context and question, decide on the most appropriate answer from the choices available.

Pick the best response among the answer options offered in relation to the given context and question.

Single out the exact answer from the choices below that best addresses the context and question.

Select the best answer among the below answers about the given context and question.

Given the context and question, identify the answer option that is most relevant from the choices available.

Choose the most appropriate response from the provided answer options in relation to the given situation and query.

For the subsequent scenario and query, choose the best answer among the following answer candidates.

Make your selection of the most appropriate answer from the given response options, considering the context and question at hand.
Decide on the most suitable response from the answer candidates provided, keeping the context and question in mind.

Choose the answer that aligns best with the provided scenario and question from the available response choices.

MRPC

Semantic textual matching

Choose the best answer option for the equi e of the following Are they equivalent or not equivalent?

Select the most fitting answer option to ascertain if the following sentences have the same meaning or not. Are they equivalent or not equivalent?
Choose the right answer option to see if the next sentences convey the same message or not. Are they equivalent or not equivalent?

Pick the correct answer option to establish if the given sentences are analogous in meaning or not. Are they equivalent or not equivalent?
Determine the right answer option to assess if the upcoming sentences share the same interpretation or differ. Are they equivalent or not equivalent?
For the subsequent sentences, select the most appropnate answer option. Are they equivalent or not equivalent?

Select the correct answer option to gauge if the have ings or not. Are they equivalent or not equivalent?
Choose the fitting answer option to find out if the provided sentences resonate the same or differ. Are they equivalent or not equivalent?

Select the proper answer option for whether the ensuing sentences are of equivalent meaning or not. Are they equivalent or not equivalent?

Make a decision on the best answer option to clarify if the forthcoming sentences match in context or not. Are they equivalent or not equivalent?

RTE

Natural language inference

Determine whether there is entailment between the given two sentences by selecting the most appropriate answer option. Are they entailment or not entailment?
Evaluate if there is an entailment re]anonshlp between the provided two sentences by choosing the most fitting answer option. Are they entailment or not entailment?
Assess if the two i by choosing the most suitable answer option. Are they entailment or not entailment?

Decide whether there is an entailment connection between the provided two sentences by selecting the most fitting answer option. Are they entailment or not entailment?
Evaluate if the given two sentences exhibit the relationship of entailment by choosing the most appropriate answer option. Are they entailment or not entailment?
Examine whether the two sentences pmv:dcd indicate entailment by selecting the most suitable answer option. Are they entailment or not entailment?

Determine if there is an i a ship between the p 1 two by choosing the most fitting answer option. Are they entailment or not entailment?
Ascertain whether the given two sentences display the telauonship of entailment by selecting the most appropriate answer option. Are they entailment or not entailment?
Decide if there is entailment between the provided two sentences by choosing the most fitting answer option. Are they entailment or not entailment?

Determine whether the given two show the relationshi il

of by selecting the most appropriate answer option. Are they entailment or not entailment?

QNLI

Natural language inference

Determine whether there is entailment between the given question and sentence by selecting the most appropriate answer option. Are they entailment or not entailment?
Evaluate if there is an entailment relationship between the provided question and sentence by choosing the most fitting answer option. Are they entailment or not entailment?
Assess if the presented question and sentence demonstrate entailment by choosing the most suitable answer option. Are they entailment or not entailment?

Decide whether there is an entailment connection between the provided question and sentence by selecting the most fitting answer option. Are they entailment or not entailment?
Evaluate if the given question and sentence exhibit the relationship of entailment by choosing the most appropriate answer option. Are they entailment or not entailment?
Examine whether the question and sentence provided indicate entailment by selecting the most suitable answer option. Are they entailment or not entailment?

Determine if there is an il lationship between the d question and sentence by choosing the most fitting answer option. Are they entailment or not entailment?
Ascertain whether the given question and sentence display the relationship of entailment by selecting the most appropriate answer option. Are they entailment or not entailment?
Decide if there is entailment between the provided question and sentence by choosing the most fitting answer option. Are they entailment or not entailment?

Determine whether the given question and sentence show the relationship of entailment by selecting the most appropriate answer option. Are they entailment or not entailment?

Table 6: Instructions for each dataset.
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