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Abstract

Hierarchical Text Classification poses the dif-
ficult challenge of classifying documents into
multiple labels organized in a hierarchy. The
vast majority of works aimed to address this
problem relies on supervised methods which
are difficult to implement due to the scarcity of
labeled data in many real world applications.
This paper focuses on strict Zero-Shot Classi-
fication, the setting in which the system lacks
both labeled instances and training data. We
propose a novel approach that uses a Large
Language Model to augment the deepest layer
of the labels hierarchy in order to enhance its
specificity. We achieve this by generating se-
mantically relevant labels as children connected
to the existing branches, creating a deeper tax-
onomy that better overlaps with the input texts.
We leverage the enriched hierarchy to perform
Zero-Shot Hierarchical Classification by using
the Upward score Propagation technique. We
test our method on four public datasets, obtain-
ing new state-of-the art results on three of them.
We introduce two cosine similarity-based met-
rics to quantify the density and granularity of
a label taxonomy and we show a strong corre-
lation between the metric values and the clas-
sification performance of our method on the
datasets.

1 Introduction

Hierarchical Text Classification (HTC) (Sun and
Lim, 2001; Stein et al., 2019) is a Machine Learn-
ing problem that consists in classifying documents
into multiple labels which are organized in the form
of a hierarchical taxonomy. In recent times, this
problem has increasingly gathered the interest of
both academia and industry due to its relevance
in realistic scenarios (Meng et al., 2019). In fact,
real-world challenges such as the organization of
products in e-commerce categories or the classifi-
cation of documents such as papers or news in a
hierarchical structure can be tackled by HTC (Song
and Roth, 2014).

The greatest difficulty found in this practice is
the lack of labelled data and the cost, especially in
an industrial framework, of manually annotating
data samples. Moreover, the structure of a hierar-
chy can change in time and gain or lose classes,
which, potentially, can result in additional costs
necessary to reorganize existing data and retrain
models. For these reasons, researchers have turned
their attention to Few-Shot (Snell et al., 2017) and
Zero-Shot Classification (ZSC) (Song and Roth,
2014) settings in which only few or no annotated
documents are given at training time. In this paper
we will focus on strict ZSC: a highly constrained
scenario where not even the unlabeled training in-
stances are given to the system.

In the context of textual classification the stan-
dard approach used to tackle a strict ZSC prob-
lem is to transform it into a textual entailment task
solved by a LLM such as as BART-MNLI (Yin
et al., 2019; Williams et al., 2017). In this approach,
the LLM is asked to determine if a premise sen-
tence (the text to be classified) entails semantically
a hypothesis sentence (the class to be predicted).
Even without fine-tuning, these models are able
to classify documents into unseen classes with a
high degree of success. Another approach to the
Z.SC task is to use labels embeddings as prototypes
or centroids for a 1-Nearest Neighbor classifica-
tion problem (Snell et al., 2017; Liu et al., 2023).
Input texts are vectorized in the same embedding
space as the labels and the corresponding class is
determined via some distance or similarity metric
such as the cosine similarity. While this is a natural
approach, it has been criticized (Bongiovanni et al.,
2023; Rondinelli et al., 2022) on the basis that it
looks for similarities between few or single words
and long and complex texts. Furthermore, docu-
ments with a very high level of detail may pose a
challenge for models to accurately classify them.
For instance, a product review categorized under
"strollers" might solely discuss the instability expe-
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Figure 1: An example of a deepened taxonomy. Boxed labels are added by HiLA.

rienced when using the three wheels on sidewalks,
making it challenging for the model to identify the
appropriate label.

While there exists a growing body of research
focusing on ZSC, only few works deal with hier-
archical data. A recent work (Bongiovanni et al.,
2023) proposes a zero shot HTC (ZS HTC) model
that exploits the labels’ taxonomy to improve classi-
fication results. The authors compute the similarity
between the text to be classified and all the labels
in the hierarchy, then they define a technique called
Upward score Propagation (UP) that propagates
similarity scores upward in the hierarchy and ex-
ploits the propagated information to improve the
classification of the upper levels of the hierarchy.
Although this technique takes advantage of the tax-
onomy, it cannot improve the classification results
for the deepest level of labels (i.e., the leaves of
the hierarchy) which, we argue, are often the most
important to be classified correctly in practical ap-
plications.

This paper introduces Hierarchical Label Aug-
mentation (HiLA), a novel technique aimed at en-
hancing a provided label hierarchy by leveraging a
Large Language Model (LLM) to introduce mean-
ingful branches to the existing taxonomy. Namely,
we augment the deepest layer of the hierarchy by
generating terms that are connected as children of
the existing leaves (see Figure 1). The idea behind
this process is to augment the taxonomy specificity
so that the new layer of labels gets semantically
closer to input texts. We then apply UP as in Bon-
giovanni et al. (2023) to the deepened hierarchy to
perform Zero-Shot Hierarchical Classification. We
test our method on four public datasets and obtain
new state-of-the-art results for three of them. More-
over, we define a set of cosine similarity-based met-
rics to quantify the granularity of a taxonomy of
labels. We conjecture that the accuracy of our ap-

proach highly depends on how granular the leaves
of the taxonomy are. Indeed we show that the met-
rics values for the four datasets taxonomies are
strongly correlated with the results of our method.
Empirical results show that the metrics can be used
as a prior test to measure the goodness of a label
hierarchy and to check if our proposed method is
going to improve the final classification results.
The main contributions of our paper are:

1. the introduction of a novel technique to aug-
ment a label hierarchy;

2. the extension of the UP technique to support
improvements in the classification of the leafs
of a given hierarchy;

3. definition of a metric measuring cluster den-
sity, which correlates with how well the newly
proposed method works;

4. an assessment of the given technique, com-
paring the newly introduced method with the
state-of-the-art.

The rest of the paper is organized as follows:
in Section 2 we point out relevant related works.
In Section 3 we summarize the UP procedure, we
present our novel method and two metrics to ex-
amine taxonomy structures. We then comment the
experiments we performed and their results in sec-
tions 4 and 5. Finally, we draw brief conclusions
in Section 6.

2 Related Works

Many past works have studied the problem of HTC
(Silla and Freitas, 2011) and have found solutions
based on Machine Learning models such as De-
cision Trees (Vens et al., 2008) or Support Vec-
tor machines (Dekel et al., 2004). Since the ad-
vent of Transformers (Vaswani et al., 2017) more

7698



recent studies approached the problem using ad-
vanced Deep Learning (DL) techniques and Lan-
guage Models (LM). In Kowsari et al. (2017) the
authors take into account the hierarchical structure
of the taxonomy by training a different Deep Neu-
ral Network on each node of the taxonomy. In this
way, they employs stacks of deep architectures to
provide specialized understanding at each level of
the document hierarchy. In Huang et al. (2019), the
researchers develop a DL methodology to capture
both local and global information across various
levels of the taxonomy. They first learn represen-
tations for both the document and the taxonomy
and then employ an attention mechanism to model
dependencies in a top-down manner. Finally, a clas-
sifier is used to decide whether a document merits
labeling with a specific node. All the mentioned
works leverage the hierarchical structure of the la-
bels but specifically rely on labeled data.

The challenge of Zero-Shot Classification has
been the focus of attention in recent years and has
produced many works proposing appealing solu-
tions. In Gera et al. (2022) the authors address the
ZSC problem with a Self-Training based approach.
They first compute the similarity of a document
with all the labels. Secondly, they select the high-
est scoring documents and confidently treat them
as labeled data. They use then the self-labeled doc-
uments as data to fine-tune a LM. Yin et al. (2019);
Williams et al. (2017); Pamies et al. (2023); Puri
and Catanzaro (2019) propose to deal with ZSC
as a textual entailment problem. They convert the
labels into the hypothesis I="This document talks
about [label]"” and use LLMs to decide if I entails
the document. All the cited methods either do not
address ZSC in a strict sense or are not able to
leverage the labels taxonomy structure.

When handling contexts with limited data it is
a common practice to resort to Data Augmenta-
tion (DA) strategies (Bayer et al., 2022). Several
successful techniques have been presented in this
field, most of them perform DA in the feature space
of vectorized texts (Kumar et al., 2019) or at text
level via generative models (Edwards et al., 2021;
Zhou et al., 2021). All these methods are applica-
ble in a Few Shot context only. In the domain of
Few or ZSC, it is a common strategy to employ
the class taxonomy to mitigate the absence of data.
This approach has been widely adopted across vari-
ous fields, including Computer Vision (Fonio et al.,
2023) but, to the best of our knowledge, there are

no works trying to perform data augmentation over
the label hierarchy.

A work strongly aligned with ours, and which
we deeply rely on, is Bongiovanni et al. (2023),
where ZS HTC is performed taking advantage of
hierarchical information. The authors present a
new methodology for text classification based on
a custom hierarchical taxonomy, achieved without
relying on labeled data. Their approach initially
involves leveraging semantic information rooted in-
side pre-trained Deep Language Models to assign
a preliminary relevance score to each label of the
taxonomy through zero-shot techniques. Next, they
leverage the hierarchical structure to reinforce the
initial scores, thereby improving the overall clas-
sification process. While they do not update the
relevance scores for the last level of the taxonomy,
our work is strongly directed towards improving
them.

3 Method

In this section, we provide an overview of the UP
method as outlined in Bongiovanni et al. (2023).
Subsequently, we present our proposed label aug-
mentation method designed to enhance a given la-
bel hierarchy by adding an additional level of labels.
Afterwards, we illustrate the UP application to the
novel hierarchy generated by our approach. Finally,
we introduce a set of metrics aimed at quantifying
the granularity of label hierarchies.

We will use a notation largely inspired by Silla
and Freitas (2011) and Fagni and Sebastiani (2007),
extending and customizing it to align with the spe-
cific requirements of our study. Specifically, we
will use an upward arrow to denote the parent of a
node in the hierarchy, for instance ¢ cé- is the parent
node of the j-th label at level [ of the hierarchy. A
fat upward arrow will denote the set of all ances-
tors of a given node (as in, e.g., cé»). Similarly,
we will use a downward arrow to denote the set
of children of a given category (e.g., | cé) and a
fat downward arrow to denote the set of all descen-
dants categories of a given category (e.g., || cé-). A
summary of the notation is presented in Table 1 for
quick reference.

31 ZSHTC

In this subsection we briefly summarize the Up-
ward Score Propagation procedure introduced by
Bongiovanni et al. (2023).

A document d and a label cé belonging to a hier-
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Symbol Meaning

l A level of the hierarchy, [ = 0,..., L

cé- Label number j at level [

N, The number of labels in a level of the taxonomy

o The root of the hierarchy, usually a nameless label or the name of the dataset
T cé- The parent category of class cg

T cé- The set of ancestor categories of class cé-.

A cé- The set of children of class cé-

(2 cé- The set of descendant categories of class cé.

(4 ch)i  The i-th children of class ¢}

Table 1: Notation for the class hierarchy. Since we consider tree-shaped hierarchies, 1 cé- consists of one label
and cé- consists of one label for each level I’ < [. Moreover, 1 c} =1 c} =AVj=1,...,N;and | CJL ={}

Vj=1,...,Ny.

archy H are separately mapped in the same seman-
tic vector space with W, and W, respectively. In the
vector space a prior relevance score is computed
between two embeddings:

p(c5) = Sc(Va(d), Pe(c})),

where S¢ is the cosine similarity. p(cé-) is com-
puted for a document with respect to all the labels
of the taxonomy. The authors then define the UP,
a method which updates prior relevance scores of
labels into posterior scores SuP(cé-) by propagating
confidence scores upwards through the taxonomy.
It is based on the paradigm that if a label is relevant
to a document, then also its parent is.

The UP score is defined as it follows. For labels
atdepth L the score is simply defined as SUp(cJL) =
p(cJL). The score for a label cé atlevel [ < L is
defined recursively and it requires the introduction
of few pieces of notations. Let us denote with n
to be the number of children of label cé (ie.,n=

1 ¢4]), and define the score S, (&) in function
J UP\™j
of the i-th children of cé as:

ifi =0,
if (\L C‘ly)l = c‘lja
ifcé- < cé-)i,oz

max(p(ch), 0)

SGe ()

St () - e

Sup ((i Cé)l)

C
J

if (} ¢h)i = agy,
J
| (1)
where ¢ < ¢, a iff Syp (¢) < min(Sl(}P_l)(c/), @)
assuming ¢ = oo or @ = oo when they are not
specified, and d;,;, = Sup ((¢ c§)1> - S[(}]:l)(cé-).

Ly

SUp(cé-) is defined to be equal to Sg;,) (cé)

a represents the value above which a text

is Jconsidered strongly related to the label. The
second clause in the definition of the S[(}P), function

does not update its value if the i-th children of cé is
not relevent. The third clause updates SI(}; 2 (cé-),
i.e., the UP score computed up to now, multiplying
it by an exponential term based on the difference
in relevance between the score of the relevant
children of the current node and the UP score
for the current node. The last clause replaces the

score of the father cé entirely with the one of its

son ({ Cé)z if the score of the son is greater than
o . The final predicted label for d at level [ is
J

computed as the argmax of all the scores of the
corresponding level.

3.2 Label augmentation

In this subsection we describe how HiLA works
and describe how it is applied to a deepened hierar-
chy.

We assume to be given a dataset D whose labels
are arranged in a hierarchy H of depth L. We
propose to use a pre-trained LLM to deepen the
class hierarchy by adding to every existing leaf cf
a set of new leaves | CJL so that they are coherent
with the original hierarchy and more specific than
cJL. We assume that nodes of H have one and only
one parent, so that the hierarchy can be represented
as a tree.

We prompt an LLM to generate | CJL starting
from a context that we extract from the hierarchy
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itself. In principle, we would like to to include the
full hierarchy in the prompt and to ask the LLM
to produce a set of | cé. for all the Nz, leaves of
the taxonomy. Unfortunately, such approach is
intractable in many cases for two reasons: i) the
prompt may not fit in the limited number of tokens
that can be digested in a single step by the LLM;
i) the output would itself be too long or complex
to be reliably produced by the LLM.

For these reasons we propose an iterative ap-
proach where the extended hierarchy for all chil-
dren of a node c]L ~Latlevel L — 1 are generated
simultaneously and independently from the other
nodes. We define the branch-set BjL ~! of a node

cE=1 as the set containing all labels in the branch

containing cf ~1 (including cf ~1 itself) along with

all the children of c]L ~1. Formally:
L-1 _ L-1 L—1 L—1

Bj = Uﬂcj UJ,cj . )

We note that hierarchies with depth L > 2 gen-

erate branch-sets that share at least one label (c?)

and up to L — 2 labels, if the two nodes at level

L — 1 share their father. A graphical representation

of branch-sets is provided by Figure 2. Given a

branch-set BjL ~1, we compose the general prompt
structure in the following way:

[(:JL_IHTT (if_l}objects can be classified as

L—1 . .
H C; ],could you give me some more speci-

fic classifications for these classes?

3)
where square brackets are used to denote places
where the box template is filled with contextual
values. The actual prompt structure can depend on
the dataset on which the method is used. For the
sake of exemplification, let us consider a dataset
of product reviews, where at the L — 1 level we
have a label “skin care” with ancestor “beauty” and
children “face”, “body” and “sun”. The branch-set
of “skin care” would then be formed by “skin care”,
“beauty”, “face”, “body”, and “sun”’; the prompt for
deepening the structure rooted in “skin care” would
be:

"skin care" "beauty" "products" can be
classified as "face", "body" or "sun",
could you give me some more specific
classifications for these classes?

'While the biggest models are nowadays able to deal with
tens of kilo-tokens, smaller models are still limited in the
number of tokens they are able to digest in a single step.

We find the use of branch-sets defined in equation 2
to be more convenient than simple branches, i.e. the
sets cf U1 C]L , for two reasons: i) HiLA requires
less LLM calls which imply less waiting/overall
time; i) they ensure that newly generated labels do
not overlap neither with existing labels nor previ-
ously generated ones. In the example illustrated
above, the generation starting from the branch de-
fined by labels "skin care”, "beauty" and "body"
could create the label "face and body lenitive oils",
that would overlap with an existing label of the
taxonomy. Further generation hyperparameters can
be specified in the prompt to meet more stringent
requirements. For instance, the levels of formality,
verbosity of the new labels and either a maximum
or minimum number of children | | ch| can be
added to the prompt as required.

If the hierarchy H is deepened with our label
augmentation method, we can apply UP as de-
scribed in equation 1. This time the labels belong-
ing to level L of the input taxonomy are updated
too because they have children. The update only
happens if at least one of the generated labels is
more relevant to the text than its parent label, i.e.,
if the label augmentation technique was effective.
It is worth noting that the labels generated by our
approach are not meant as classification targets
for the downstream ZSC task. They just provide
more context to the classification step, thus allow-
ing for better predictions. Pseudo code for the
label augmentation algorithm is shown in Algo-
rithm 1. The algorithm calls two helper functions:
the “fill_template” function uses the template given
in Eq. 3 to populate the objects in the input branch-
set; the “parse” function analyzes the LLM output
and retrieves the set of generated labels.

Algorithm 1: The HiLA algorithm
Data: Labels hierarchy H
Result: H is extended with a new leaf level.
for j € Ny _1do
B ' ciTlup ol
P+ ﬁll_template(Bijl) > see (3)
{ CJL < parse(LLM(P))

end

3.3 Cluster density estimation

Our proposed method heavily depends on the qual-
ity of the structure represented in the hierarchy.
Given that the generation of new labels relies on
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Figure 2: Examples of two branch-sets built on the cf (red) node and on the cg node (blue). Nodes shown as half

red and half blue are shared among the two branch-sets.

the existing ones as prompts, the density of label
embeddings becomes a critical determinant of the
generated labels’ quality. A higher density implies
a more semantically rich and well-organized label
space, thereby enhancing the efficacy of the deep-
ening process. In this subsection we present two
metrics grounded in cosine similarity to gauge the
evolving average proximity among nodes as we
navigate through different levels of the taxonomy.
We will show in Section 5 that D1 measure corre-
lates with the quality of the proposed solution and
measure Do allows for a better understanding of
the hierarchy structure that will prove helpful when
we will analyze the behaviour of HiLA.

We define a label cluster (or simply a cluster) to
be the set:

citt=duld, (4)

i.e. a label and its children. The metric D is
defined as

S Se (Wl ), (4 )

Dy(Cihy =
(G (Iicél)
2
(%)
for i=1,...,]] c§-|, k < i, i.e. the average

cosine similarity among the node’s children em-
beddings. It measures how much the children of a
node are close to each other. Metric D> is defined
as

!
S So(Weled), el(d 4)0))
] ’

(6)

i.e. the average similarity between a parent node

and its children. It measures how close a node is on

average to its children. Upon the application of the

metrics, individual D and D5 values are derived

Dy(CIHh) =

for each internal node. We summarize metric val-
ues for levels I’ : | > 0 by averaging them across
all nodes belonging to that level, i.e., we take the
average of the metric values across all clusters C’]l-/
situated at the depth I’. Please note that metric Do
has no value for I’ = 1 since ¢ lacks an embedding
representation.

4 Experiments

4.1 Data

To test the validity and versatility of our method,
we select four HTC datasets with diverse content,
style, and taxonomy depth. All datasets contain
English text.

DBPedia Classes’ - This dataset consists of
about 340,000 Wikipedia articles that are catego-
rized according to DBpedia’s hierarchy of classes.
The dataset covers different kinds of entities such
as persons, places, organizations, and abstract con-
cepts. The taxonomy has three levels with 9, 70
and 219 classes respectively. The language used is
clear and refined.

Web Of Science’ - This dataset contains about
46,000 abstracts of research papers from vari-
ous scientific domains, extracted and annotated in
Kowsari et al. (2017). Its taxonomy has two levels
with 7 and 134 classes respectively. The language
is highly technical and scientific.

Amazon Product Reviews* - This dataset fea-
tures products reviews that are labelled according
to a hierarchical taxonomy provided by Amazon.
The dataset has about 50,000 reviews and its hier-

Zhttps://www.kaggle.com/datasets/danofer/DBpedia-cla
sses

3https://huggingface.co/datasets/web_of_science

*https://www.kaggle.com/datasets/kashnitsky/hierarchica
1-text-classification
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Generated labels

Grocery gourmet food,

Barbeque sauce, Soy sauce,

Sauces hot sauce, pasta sauce,
meat & poultry .
marinara sauce
Toothpaste, Mouthwash,
Health and personal care, . p
Oral hygiene Toothbrushes, Tongue cleaners,

personal care

Dental floss

Pet supplies, Dogs

Beds & furniture

Dog beds, Couches,
Dog crates, Elevated beds

Table 2: Some examples of label generation for the Amazon dataset

Model WoS DBpedia Amazon Books
L.t L2 |L1 L2 L3 | L1 L2 L3 | L1 L2
M 0.596 0.462 | 0.317 0326 0.628 | 0.547 0.256 0.173 | 0.429 0.331
M + UP 0.741 0.462 | 0.759 0.656 0.628 | 0.712 0.348 0.173 | 0.566 0.331

M+HiLA +UP | 0.647 0.371

0.768 0.660 0.629 | 0.762 0.393 0.249 | 0.578 0.366

Table 3: Classification F1 scores of HiLA plus UP, compared to "raw" UP and ZS HTC without the use of UP. M
refers to the MPnet-based text vectorization defined in Bongiovanni et al. (2023)

archy consists of three levels with 6, 64 and 510
categories respectively. The language varies from
review to review but it is typically casual and spon-
taneous.

Books Blurbs’ - A set of book blurbs. The
dataset taxonomy depth varied across samples, so
we only used the first two levels that applied to
all documents. Furthermore, we removed the texts
that had more than one label per layer. After pre-
processing, the dataset has about 9,000 texts and
its hierarchy consists of two levels with 3 and 29
classes respectively. The tone is the one used in
advertisements, the language is typically polished.

4.2 Implementation details

To perform label augmentation we rely on Ope-
nAl API as it gives access to several LLMs of
the GPT family. Specifically, we choose the
gpt—-3.5-turbo model. It is one of the best
models provided by the API and it is the base ver-
sion of the GPT model used by ChatGPT web in-
terface.

For the ZS HTC and the clustering part we fol-
low Bongiovanni et al. (2023) and use as embedder
mpnet-all (Reimers and Gurevych, 2019; Song
et al., 2020) from HuggingFace Sentence Trans-
formers library. Results are measured in terms of

>https://www.inf.uni-hamburg.de/en/inst/ab/lt/resources/
data/blurb-genre-collection.html

macro-F1 score. All experiments are performed on
a single Tesla T4 GPU®,

5 Results

5.1 Label augmentation results

In our experiments, we did not specify a target
number of generated labels, but the LLM always
produced at least three labels. Some samples of
the generated labels are displayed in Table 2. It
is worth noting that some texts belonging to the
Amazon hierarchy have some of the leaf nodes
labelled as "unknown", apparently because the an-
notators could not associate them to any label of
the taxonomy. We verified that for these labels
HiLLA produces new labels which are too generic
and similar to the other existing labels of level L.
As we will comment below, the quality of the input
taxonomy is very important to the performances of
the proposed approach.

The four deepened hierarchies are used to per-
form HTC via the UP method we introduced in
Section 3.1, results are displayed in Table 3. F1-
macro is chosen as classification metric following
Bongiovanni et al. (2023). Applying label aug-
mentation before UP increases results in terms of
Fl1-score for three out of four datasets on which we

®Python scripts to replicate the experiments can be found
at https://github.com/LPaletto/HiLA.
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Wos DBpedia Amazon Books
L1 L2 L1 L2 L3 |L1 L2 L3 |L1 L2
D1 | 0.378 0.275 | 0.238 0.399 0.482 | 0.307 0.351 0.369 | 0.308 0.451
D2 | - 0.393 | - 0.409 0.579 | - 0436 0.444 | - 0.456

Table 4: Results of metrics D7 and D- applied to levels L = [ 4 1 of the hierarchical taxonomies.

Figure 3: Visual interpretation of the positioning of the labels embeddings in a taxonomy. Blue dots represent
labels embeddings, bigger blue dots symbolize higher labels in the taxonomy. Yellow areas represent space portions

occupied by clusters.

achieve new state-of-the-art results. F1 increments
are visible not only at the deepest level of the hier-
archies L but also at all higher levels. The labels
generated by our method are coherent not only with
their parent labels CJL but also with the full branch
CJL U1 C]L to which they belong. The only dataset
which does not benefit from our label augmentation
technique is Web Of Science for which F1 scores
worsen at every level.

5.2 Clustering density estimation results

We conducted an analysis utilizing metrics D1 and
D5 to measure the density of each level within the
hierarchical structures. The outcomes are presented
in Table 4.

Upon scrutiny of the D; and D5 values, a dis-
cernible trend manifests: offspring nodes exhibit
a closer affinity to their parent node than to each
other. This observation suggests that clusters C’;H
adopt a spatial arrangement reminiscent of an neu-
ronal configuration, where the parent node occu-
pies a central locus, while its progeny nodes are
dispersed in the periphery. A noteworthy positive
correlation between hierarchy levels and Dy values
is observed, signifying that, as we descend the tax-
onomy, sets | cé- tend to concentrate more. This
outcome intuitively corresponds to a progressive
refinement in semantic specificity as [ increases.
We contend that the observed structure aligns with
the expectations of a conventional hierarchy, where

each branching introduces new and more refined
labels to the existing taxonomy. An intuitive visual
representation of the observed hierarchical spatial
structure is given in Figure 3.

Contrary to the other hierarchies, Web Of Sci-
ence taxonomy’s semantic similarity within chil-
dren of the same level decreases as the level grows.
Labels of the second level move away from the
existing labels instead of adding specificity to them.
This results in labels becoming more distant from
each other, leading to poorly defined clusters.

The analysis illustrates an evident correlation be-
tween the metrics results and the augmentation and
classification results. When the taxonomy given as
input to HiLLA is solid in density terms, our method
generates coherent labels that improve classifica-
tion results once UP is applied. In contrast, if the
input taxonomy lacks solidity, the generated labels
fail to confer additional specificity; rather, they ex-
acerbate the taxonomic structure, thereby deterio-
rating the results of UP. The analysis also confirms
the hypothesis that the metrics Dy and D can be
used as an initial screening tool to measure both the
quality of the label taxonomy and the effectiveness
of the HiLA.

6 Conclusions

In this paper we proposed an LLM-based label aug-
mentation technique to deepen a given hierarchy of
labels. We also defined a set of metrics to measure
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the granularity of a taxonomy. By applying our
method to four public hierarchical datasets, we ob-
tained new sets of coherent and meaningful labels.
We then used the deepened hierarchies to perform
Zero-Shot Hierarchical TC using the UP technique.
We obtained SOTA results on three out of four
datasets. The classification results are strongly cor-
related with the metric values, that can therefore be
used to study the behaviour of the HiLLA approach.

7 Limitations

The hierarchical label augmentation method we in-
troduced depends heavily on the quality of the input
taxonomy. While we tried to provide tools to assess
the quality of the hierarchy, we acknowledge that
the proposed approach will not provide the desired
results in case the provided hierarchy is not easily
extensible by the LLM. Also, our method depends
on the OpenAl API, which is a closed-source tool
released by a private company. To these regards,
we believe that the provided approach would per-
form well also when coupled with models that are
open source and that can be used freely (such as
LLaMA (Touvron et al., 2023) or Orca-2 (Mitra
et al., 2023)). Providing evidence for this claim is
left as future work.
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