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Abstract

The development of large language models
(LLM) has shown progress on reasoning,
though studies have largely considered either
English or simple reasoning tasks. To ad-
dress this, we introduce a multilingual struc-
tured reasoning and explanation dataset, termed
xSTREET, that covers four tasks across six lan-
guages. XSTREET exposes a gap in base LLM
performance between English and non-English
reasoning tasks. '

We then propose two methods to remedy this
gap, building on the insight that LLMs trained
on code are better reasoners. First, at training
time, we augment a code dataset with multi-
lingual comments using machine translation
while keeping program code as-is. Second,
at inference time, we bridge the gap between
training and inference by employing a prompt
structure that incorporates step-by-step code
primitives to derive new facts and find a solu-
tion. Our methods show improved multilingual
performance on xSTREET, most notably on
the scientific commonsense reasoning subtask.
Furthermore, the models show no regression
on non-reasoning tasks, thus demonstrating our
techniques maintain general-purpose abilities.

1 Introduction

The ability to perform complex reasoning tasks is
fundamental to human intelligence, where multiple
steps of thought are required. Complex reasoning
remains an open-problem for large language mod-
els (LLMs), despite some recent progress. Prior
works consider complex reasoning tasks specified
only in English. Such an English-centric perspec-
tive provides a limited assessment of the underlying
reasoning capabilities of LLMs, given any specific
language is largely a surface-form representation.
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Figure 1: An overview of our methods to improve mul-
tilingual structured reasoning. First (top), we create the
translated code comments (TCC) dataset, and use it in a
fine-tuning setup. Second (bottom), we use the result-
ing LLM for inference on reasoning tasks. We find the
most success with a code prompt format that bridges the
representations between training and inference.

This motivates our first inquiry into the multilin-
gual complex reasoning capabilities of LLMs.

We introduce the xXSTREET reasoning and expla-
nation dataset (as shown in Figure 2). xXSTREET
covers 4 tasks, and extends the English STREET
benchmark (Ribeiro et al., 2022) to 5 additional
diverse languages, inheriting the source’s expert an-
notations and structured graphs for reasoning steps
(7.8 average steps/answer). The tasks cover arith-
metic, logic and science commonsense problems.
We perform machine translation for the training
and development data splits, and also perform hu-
man post-editing to the test sets, to ensure a high
quality multilingual benchmark. We use XSTREET
to evaluate several LLMs, identifying the multilin-
gual setting as significantly challenging.

To remedy the non-English reasoning gap, we
turn to the widely accepted hypothesis that LLMs
trained on code are better at reasoning than those
trained only on text. This code and reasoning hy-
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A white rabbit can hop 15 meters
in one minute.

The brown rabbit hops 12 meters
per minute.
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/| Un conejo blanco puede saltar 15 metros
en un minuto.
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El conejo marron salta 12 metros
por minuto.
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Conejo blanco + conejo marron =

15

12=27
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Los dos conejos saltaran 135 metros
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Figure 2: The translation process for an xXSTREET entry. We start from an example from STREET (Ribeiro et al.,
2022). The reasoning graphs are directly transferred, while each sentence text is translated. Note that this shows
only one (of 4) task, GSM8K, and one (of 5) language, Spanish.

pothesis has been empirically corroborated by sev-
eral papers (Suzgun et al., 2022; Liang et al., 2023;
Hendy et al., 2023). Our work takes a further step
in investigating the extent to which this hypothesis
holds for non-English tasks. We proceed with the
insight that code can be leveraged as a structured
framework to represent the underlying reasoning
steps, regardless of the surface-form language of
the task. We thus propose two techniques to elicit
better multilingual complex reasoning from LLMs
(as shown in Figure 1): at training time through
a lightweight fine-tuning recipe on code, and at
inference time using a novel code prompt format.

In the LLM literature, many capabilities have
been characterized as ‘emergent’ with model
scale (Wei et al., 2022a; Patel et al., 2022). Re-
cent work on complex reasoning has thus focused
on huge (175B+) and closed-source models. In
our work, we instead aim to boost performance on
far smaller open-source LLMs (7B). To make our
findings reproducible, we release our benchmark.
Our contributions are:

1. We collect and release the first dataset
for multilingual structured reasoning,
xSTREET, covering 6 diverse languages and
4 tasks (5.5K entries total).

2. At train time: we enhance reasoning capabil-
ities of off-the-shelf LLMs by further train-
ing on program code data where code is in-
terleaved with non-English comments. To
this end, we augment a source code corpus
through translating code comments and ap-
ply low-rank parameter-efficient fine-tuning

(LoRA (Huetal.,2021)) to BLOOMZ (Muen-
nighoff et al., 2022). Our method is effec-
tive yet lightweight, while preserving general-
purpose LM capabilities.

3. At inference time: we design a code-like
prompting format that mimics the structure
of the reasoning tasks by interweaving func-
tion calls and multilingual text. We show
this format outperforms several other prompt
formats used.

4. We evaluate multiple LLMs (BLOOMZ, GPT-
3, Falcon-40b-instruct) on our benchmark,
and show improved performance — even for
top-performing models — across structured
reasoning tasks in different languages. As our
inference and training-time techniques are or-
thogonal, we show that they can be used in
tandem to achieve the best performance.

5. We perform qualitative and quantitative analy-
sis to understand the roles of both the program
code, and the code comments. Our findings
taken together suggest that code elicits better
multilingual structured reasoning by improv-
ing LLM’s adherence to the reasoning format.

2 Related Work

We adopt the scope of complex reasoning
from Ribeiro et al. (2022), and use complex rea-
soning and structured reasoning interchangeably.
The goal is to study the reasoning process itself,
and how an LLLM can structure its output in steps
to improve the final performance. The tasks are se-
lected so that the knowledge to answer a question is
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contained with the input question and context. For
ease of evaluation, the answers are multiple-choice
selections, or numbers for arithmetic reasoning.
Further details are given in §2.4.

2.1 Code & Reasoning Hypothesis for LLMs

This hypothesis arose from empirical evidence by
several concurrent works. Suzgun et al. (2022)
state, “Codex, trained on both code and text data,
shows better performance in following task instruc-
tions and exploiting algorithmic patterns based on
the prompt exemplars.” Liang et al. (2023) state,
“for reasoning-intensive scenarios, we find that the
code models, especially Codex davinci v2, consis-
tently outperform the text models, even on syn-
thetic reasoning scenarios posed in natural lan-
guage.” Hendy et al. (2023) state that “We hypoth-
esize that the models acquire their reasoning capa-
bilities through training on natural language mul-
tilingual data along with programming languages
data”. In summary, these works provide evidence
that training LLLMs on code serves as indirect su-
pervision for complex reasoning tasks. One of our
major goals is to explore the extent to which this
hypothesis holds beyond English.

2.2 Code Prompts for Complex Reasoning

Reasoning tasks posed in natural language can be
reformulated as code prompts. Using these code-
like structures to interact with code-LLMs better
aligns the representations seen at training time with
those at inference time. Madaan et al. (2022) use
few-shot prompting on the Codex LLM to con-
vert tasks into Python graphs, deal with structured
commonsense tasks. Zhang et al. (2023) proceed
similarly, but for causal reasoning tasks. Chen et al.
(2023) consider arithmetic reasoning tasks, and
then execute the LLM-generated code on an ex-
ternal interpreter. The reformulation process from
natural language specification to code prompts is
an open-ended one, requiring manual annotation
effort, creativity, and trial and error.

While these works use code prompts for com-
plex reasoning tasks with classification or numer-
ical outputs, as we did, code prompts can also be
applied to tasks with generative outputs, such as
knowledge graph construction (Bi et al., 2023) and
story understanding (Dong et al., 2023). To the
best of our knowledge, our work is the first to use
code prompts in multiple languages.

2.3 Multilingual Reasoning for LLMs

The MEGA benchmark (Ahuja et al., 2023) covers
70 languages and 16 tasks. MEGA considers only
simple reasoning tasks, which, as discussed earlier,
limits our understanding of how well LLMs can
reason across languages.

MGSM (Shi et al., 2022) is an arithmetic rea-
soning dataset in 10 languages, translated from
GSMBSK (Cobbe et al., 2021).They find that the
chain-of-thought technique (CoT) (Wei et al.,
2022b), by adding to the prompt few-shot exam-
ples of step-by-step reasoning, is also effective in
the multilingual setting. Interestingly, they find
that for non-English questions, English CoT out-
performs native language CoT. They further em-
phasize the reasoning ability increases with model
scale. Our xSTREET benchmark is a more compre-
hensive view of multilingual complex reasoning.
xSTREET covers not only arithmetic,” but adds
logic and science tasks, has many more entries, and
has ground-truth structured reasoning annotations.

2.4 STREET Complex Reasoning Benchmark

The STREET benchmark is a composite of sev-
eral complex reasoning tasks (Ribeiro et al., 2022).
The work adds expert human annotations for multi-
premise, multistep explanations. Each task’s expla-
nation is structured in a reasoning graph. Reason-
ing graphs, as shown in Figure 2, consist of nodes
which contain statements, and edges that connect
nodes.

Source Tasks The tasks® and answer formats are:
* ARC science questions
(multiple-choice)
* GSMBSK arithmetic word problems (number)
* AQUA_RAT arithmetic word problems
(multiple-choice)
* AR_LSAT logic problems from a standard-
ized test (multiple-choice)

commonsense

Linearized prompt format While a reasoning
graph is abstract, to interface with an LLM, Ribeiro
et al. (2022) use linearized prompts. This repre-
sents a graph as a sequence of tokens, as shown
in Figure 3. Statements are given a number index;

YInstead of using MGSM, we perform our own transla-
tion of GSM8k given the intermediate reasoning annotations
inherited from Ribeiro et al. (2022).

3STREET includes a fifth task, SCONE, which is omitted
from xXSTREET. SCONE is quite abstract, and involves state-
tracking in a toy world. This requires careful consideration
beyond translation, and is thus left to future work.
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output statements (i.e., reasoning steps) include a
trace of the nodes leading to the new statement.

Problems with the linearized format arise in that
it is task-specific, and that it diverges from LLM’s
training data distribution. While in-context learn-
ing can help the model pattern-match the output for-
mat, the underlying reasoning abilities of the LLM
may not be properly elicited. Following Madaan
et al. (2022), we argue that interfacing with a code-
LLM through code prompts is a more “intuitive”
way for the LLM to reason through a task, leading
to our novel code prompts format in §5.

2.5 Source Code Dataset

The Stack is a 3.1 TB dataset of permissively
licensed source code in 30 programming lan-
guages (Kocetkov et al., 2022). In this work, we uti-
lize the official small subset*, and consider only 3
popular programming languages: Java, JavaScript,
Python (10k files each, 30k total).

3 Multilingual Complex Reasoning
Benchmark: xSTREET

We create the xSTREET dataset by translating
STREET into 5 languages: Arabic (ar), Spanish
(es), Russian (ru), Chinese (zh), and Japanese (ja).
These languages have linguistic and script diver-
sity; furthermore, they are the languages used in
many online programming help websites.

To create the xXSTREET test split, we hire expert
human translators for all 5 languages through an in-
ternal team (detailed in §9). Translators are tasked
with post-editing the machine translation of one
sentence at a time; for context, they can refer to
the entire STREET entry the sentence comes from.
After receiving the translations, we re-use the rea-
soning graph edges, and replace English nodes with
the translations to create XSTREET. This process
is shown in Figure 2. We therefore extend the 914
English entries in STREET to 5484 examples in
xSTREET (914 * 6 languages).

To create the xSTREET train and development
splits, we use machine translation.> We then asked
native speakers to evaluate the quality of 10 random
sampled translations of each language. Annotators
gave feedback that, despite some errors, the trans-
lations were of reasonable enough quality to use
for training purposes.

4 Available here
SWe used an online translation API (anonymized here).

Dataset #entry #sents/ avg#
/lang lang sents/entry

ARC 340 4334 12.7
AQUA RAT 254 3436 13.5
AR LSAT 50 1158 232
GSM8k 270 2255 8.4

Total 914 11183 12.2

x6 languages 5484 67098

Table 1: Statistics for the XSTREET test benchmark.

Dataset statistics for the XSTREET test bench-
mark are given in Table 1.

4 Code with Multilingual Comments as
Indirect Supervision for Reasoning

Taking the idea of using code for reasoning, and
comments for multilinguality a step further, we
address the question: can multilingual code serve
as indirect supervision for multilingual reasoning?
In other words, we investigate whether the code
& reasoning hypothesis holds multilingually. We
therefore propose a lightweight fine-tuning recipe,
which consists of creating a multilingually com-
mented code dataset, then fine-tuning on it, which
serves as indirect supervision for downstream rea-
soning tasks.

4.1 Translated Code Comments Dataset
(Tco)

The first step of the recipe is creating a source code
dataset with translated code comments, termed
Tcc. For each file from the source dataset, and
for each target language, we perform the follow-
ing. We parse the code to extract out comments,
translate comments into the target language, then
replace the original comments with translations.
This is depicted in Appendix Figure 7.

We use two simple filters: for source code files
that A) have >5 comments, and B) whose com-
ments are over 50% in English.® This filters 30k
source code files down to 20k. After translat-
ing into 5 additional languages, TCC consists of
20k*6=120k files total. See Appendix Table 5 for
dataset statistics.

4.2 Train Time: fine-tuning on TcC

In the second step, we leverage low-rank adaptation
(LoRA) (Hu et al., 2021) to finetune instruction-

®We performed other filtering experiments, described in
Appendix E.2, which had similar performance.
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tuned LLMs on Tcc.” We use two methods to pre-
serve the original model’s capabilities despite the
additional finetuning. First is by using LoRA itself,
as it keeps the original base model’s parameters
frozen and introduces only a few learned param-
eters. Secondly, we replay 100k examples from
the base model’s training data, xP3 (Muennighoff
et al., 2022), in a multitask setup with the Tcc LM
task.

The recipe for a reasoning-enhanced LLM is
now complete, and this is depicted in Figure 1.

5 Multilingual Complex Reasoning as a
Downstream Task

We hypothesize that structure, when applied to rea-
soning problems formulated in different languages,
can abstract away some of the language-specific
details, better surfacing the reasoning steps needed
for a model. We thus propose the SIM (Select-
and-infer multilingual comments) code prompts
for complex reasoning tasks.

SIM code prompts utilize several functions. We
do not provide the API definitions, instead, we
expect the model to learn to use them from the
in-context examples. The functions are:

e select_facts (facts)

e infer new_fact (selected)

e is_solved(fact, question)

* make_choice (fact, choices)

e facts.append (fact)

8

select_factsand infer_new_fact are
loosely inspired by Selection-Inference (Creswell
et al., 2023). A key difference, though,
is that we use a single prompt, instead
of iterative prompts. We therefore include
is_solved(fact, question) as a signal
for the LLM to stop generation.

Each function is annotated with its return value
in an inline code comment. This is inspired by prior
work (Zhang et al., 2023). infer_new_fact
has a string return value, i.e., the text of the new
fact. We experiment with two versions of the return
value of select_facts. The first, termed SIM-
indexed, uses variables facts[1i] to reference
the facts array (similar to the indices used in
linearized format). The second, termed SIM-text,
directly uses each fact’s text, dereferenced from
facts[i]. We find that SIM-text works best for

"We used a g5.48xlarge instance from AWS, which has 8
NVIDIA A10G GPUs (24*8 GB=192GB vRAM).
8This function is not used for non-MC tasks, i.e. GSM8k.

smaller models, while S1M-indexed does for larger
ones, and hence apply this going forward.

We write a rule-based Python script that converts
existing structured graph annotations to SIM code
prompts. SIM prompts express the exact same in-
formation as the linearized format. This property
is unlike code prompts for prior work, wherein the
conversion is done through in-context learning with
an LLM, which can introduce errors as discussed
in §2.2. The different prompting formats for LLMs
are shown in Figure 3.

Multilingual code prompts We use multilingual
input in SIM code prompts as follows. First, facts
given in the question are listed in the language of
the task in a list of strings. Second, new facts and
selected facts are given as comment lines adjacent
to the function calls. See Figure 3 for an example.

6 Experimental Setup

Models Used We primarily study open-source
models, which allows for application of both
train and inference-time techniques. We use
BLOOMZ (Muennighoff et al., 2022) as our
base LLM. This model is instruction-finetuned on
prompts in 46 natural languages and 10 program-
ming languages. For our experiments, we con-
sider the 7.1B-parameter BLOOMZ, as well as
BLOOMZ-Tcc which is further finetuned on TcCcC.

For inference-time only, we consider two larger
LLMs. We use the instruction-finetuned version of
Falcon (Almazrouei et al., 2023) (40B), another
open-source LLM trained on text+code. Compared
to BLOOMZ, Falcon is more performant on En-
glish tasks; however, it has limited multilingual
abilities.” We also use GPT-3 (175B)'", a closed-
source model that is popularly-used and powerful.

Prompting setup We use few-shot prompting,
and random sample up to 5 exemplars from the
train split (up to a model’s context length).!! For
each inference example, the same exemplars are
used for all models and prompt types. We use
greedy decoding, and task the model with gener-
ating up to 682 tokens. (max context length of
BLOOMZ 2048 // 3).1?

?As stated in the model card for falcon-40b-instruct.

¥t ext~davinci-002 following Ribeiro et al. (2022)

"Due to brevity, Figure 1 uses a 0-shot prompt, and only
depicts the SIM prompting format. The reported results use
5-shot prompts, and are given for all prompting formats.

12We acknowledge a limitation with the max of 682 tokens,
as this will truncate output for questions which require longer
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Direct

Code en

zh

(1) Natalia sold clips to 48 of her friends in
April, and then (2) she sold half as many
clips in May. (3) How many clips did Natalia
sell altogether in April and May?

facts = ['Natalia sold clips to 48 of
her friends in April, and then', 'she
sold half as many clips in May.']
question = "How many clips did Natalia
sell altogether in April and May? ¢
facts.append(question)

answer = None

selected = select_facts(facts)

facts = [ 4457
48 MAK,
ARRH—F
question =

9P B 98 A ERSEER T Bt
> WERABRHIARR

47 f SE

facts.append(question)
answer = None
selected = select_facts(facts)

The answer is 72;

Linearized

# [facts[@], facts[1]]
new_fact = infer_new_fact(selected) #
'Natalia sold 48/2 = 24 clips in May.'
is_solved(new_fact, question) # False
facts.append(new_fact)

selected = select_facts(facts) #
[facts[@], facts[3], facts[2]]
new_fact = infer_new_fact(selected) #

# [facts[@], facts[1]]

new_fact = infer_new_fact(selected)#
NERITIER B HET 48/2 = 24 &

is_solved(new_fact, question) # False
facts.append(new_fact)

selected = select_facts(facts) #
[facts[@], facts[3], facts[2]]
new_fact = infer_new_fact(selected) #

(1) Natalia sold clips to 48 of her friends in
April, and then (2) she sold half as many
clips in May. (3) How many clips did Natalia

sell altogether in April and May? facts.append(new_fact)

May.; (5) & (3) -> (6): The answer is 72;

answer = '72°

is_solved(new_fact, question) # False

selected = select_facts(facts) #

(1) & (2) -> (4): Natalia sold 48/2 = 24 clips [ , facts[2]]
in May. (4) & (1) & (3) -> (5): Natalia sold new_fact = infer_new_fact(selected) #
48+24 = 72 clips altogether in April and ‘72"

is_solved(new_fact, question) # True

is_solved(new_fact, question) # False
facts.append(new_fact)

selected = select_facts(facts) #

[ , facts[2]]

new_fact = infer_new_fact(selected) #
1727

is_solved(new_fact, question) # True
answer = '72°

Use xSTREET for multilingual code prompts

Figure 3: Depictions of 3 prompting formats for the xSTREET tasks. For each format, input is in a grey box, while
expected output is in a white box. Top left: direct. Bottom left: linearized. Right: SIM code prompts (2 languages).
In the code prompts, we color code facts which are aligned.

7 Results

We report results on the xXSTREET benchmark. We
use the answer accuracy metric, adapting evalua-
tion from Ribeiro et al. (2022).13

Given the extensive nature of the xXSTREET
benchmark and our model experimentation, we
highlight our findings iteratively. We first consider
only BLOOMZ and BLOOMZ-Tcc, with a partic-
ular focus on ARC, where our methods are the most
impactful. We then consider GPT-3 and Falcon.

The full results are given in Appendix D. Here
we provide numbers for all tasks, languages, mod-
els, and prompt formats (this also includes the di-
rect prompting format).

7.1 Results for BLOOMZ Models

Results for the ARC task (science commonsense
reasoning) are shown in Figure 4. Several take-
aways arise. We see that code prompts greatly
outperform linearized prompts across all languages.
For results within a single model, reasoning perfor-
mance drops greatly comparing English vs. aver-
age non-English (e.g. from 76.2% to 61.1% accu-
racy for BLOOMZ-Tcc). This provides evidence
that current multilingual LLMs are still optimized
for English. This underscores the usefulness of

reasoning chains.

BWhile STREET also measure graph similarity between
linearized output and reference graphs, we did not implement
them for SIM prompts. This is because for the small LLMs
(7B), even the linearized format had near O graph similarity.

xSTREET for developing LLMs with better under-
lying, language-agnostic abilities.

We next turn to comparing base BLOOMZ
vs. our finetuned BLOOMZ-TccC. We see that
BLOOMZ-Tcc outperforms BLOOMZ for all lan-
guages and both formats. More interestingly, rel-
ative multilingual gain is much larger when using
code prompts vs. linearized prompts (Avg non-en,
52.6 — 61.1 vs. 33.5 — 36.9). This is evidence
that the code prompt format improves multilingual
reasoning, likely by the explicit separation of the
reasoning task (in code) vs the multilingual under-
standing (in comments). Finally, looking at per-
language trends for BLOOMZ-TcC we see that
code prompts are most effective for en, es, zh, and
ar, while less so for ja and ru.'#

Results on GSMS8K, AQUA_RAT, AR_LSAT
Our results show that BLOOMZ and BLOOMZ-
Tcc struggle for the other tasks, with performance
being around random chance whether using the in-
terventions or not. We hypothesize that these tasks
are “too hard” for the BLOOMZ-7B used; to re-
iterate, GSM8K and AQUA_RAT are arithmetic
reasoning, while AR_LSAT is logical reasoning.
This concurs with the common view that complex
reasoning capabilities of LLMs are emergent with
model scale (Wei et al., 2022a). We further dis-
cuss these results, and expand our hypotheses, in

"“This is likely because the base model, BLOOM, was not
trained on any ja or ru text.
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bars are across the 5 non-English languages. Linearized prompts use lines, while code prompts use dots.

XStory-

Model XNLI Cloze XQUAD
BLOOMZ 45.5 72.4 80.5
BLOOMZ-Tcc (ours) 45.6 71.8 80.4

Table 2: Results for 3 non-complex multilingual reason-
ing tasks, averaged over all languages.

Appendix §A.1.

7.2 Results for Larger LLMs

As code prompts are at inference time, they can be
used to interface with any LLM. We report results
for GPT-3 in Figure 5. We see as before that the
multilingual setting poses additional challenges for
reasoning, as English results are always higher than
corresponding non-English tasks.

First considering ARC, GPT-3 performs strongly
in English for both formats, nearly solving the
task. Comparing English to multilingual ARC, lin-
earized suffers a sharp drop (93.2 — 73.2), while
code prompts remain robust (99.1 — 94.2). This
underscores the effectiveness of SIM prompts in
disentangling the reasoning and multilingual com-
ponents of the task.

For the other tasks, STM always outperforms lin-
earized format. Comparing relative gains, code
prompts boost performance more in English than
on multilingual settings. While still a very positive
result, this differs from ARC as discussed above.
To discuss why this is the case, we consider the
dual effects of SIM code prompts, vs. linearized:
the function calls capture the reasoning structure,
while the multilingual comments capture the lan-
guage understanding. Because the arithmetic and
logical reasoning tasks are far more symbolic than
the ARC commonsense reasoning task, multilin-
gual language understanding is less effective.

7.3 Non-Complex Reasoning Task Results

Recall that our fine-tuning recipe aims to improve
reasoning of an LLM, while maintaining its natural
language understanding (NLU) abilities. We show
this is the case by reporting results on 3 multilin-
gual tasks:

* XNLI: natural language inference

* XStoryCloze: given 4 sentences from a short

story, choose between 2 possible completions

* XQUAD: extractive question answering
To query LLMs, we follow the specific prompting
guidelines for each task from Ahuja et al. (2023).
Table 2 shows that for all 3 tasks, the differences
between BLOOMZ and BLOOMZ-TcC are sta-
tistically insignificant. Therefore, the mitigation
strategies we used, LoRA and training data replay,
have proved effective.

7.4 Effect of Code Comments on Downstream
Reasoning

The code & reasoning hypothesis speaks to training
on code improving LLM reasoning. However, an
integral part of source code is comments, which
have been underexplored by prior work. We study
2 ablation settings, with the same finetuning setup:
Tcc-en: original source code files (i.e. English-
only comments). TCC-del: source code files with-
out any comments (comments are deleted).

We evaluate the best prompt format (SIM) on
the ARC subtask. Results are shown in Figure 6.
We see that overall, finetuning on TCC is the best
configuration, then TCC-en, and finally Tcc-del.
These trends generally hold over the 6 languages.'”

This ablation study adds a new consideration to
the code & reasoning hypothesis: that within code,

SRussian (ru) is an exception, where BLOOMZ-TCC-en
outperforms BLOOMZ-Tcc. We will investigate this further,
but note this may be an artifact of the base LLM, BLOOM,
not having tokenization for Cyrillic script.
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Figure 6: Results on ARC subtask of xSTREET for the code ablation experiments, where BLOOMZ is finetuned on
different datasets. BLOOMZ-TcC uses our proposed multilignual code comment augmentation process, BLOOMZ-
Tcc-en uses the source code files with English comments, and BLOOMZ-Tcc-del uses source code files with all
comments deleted. As in Figure 4, we use SIM prompts with up to 5-shot examples, and show ‘Avg’ bars across the
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even the comments are influential in downstream
reasoning performance. Furthermore, we see that
the diversity of code comments introduced by our
proposed data augmentation of TCC further boosts
performance in all languages, including English.

8 Analysis

To further understand wherein our techniques help,
or fail to help, model reasoning, we perform some
manual analysis. For brevity, we focus on 2 lan-
guages, en and ar, and 2 tasks, ARC and GSMS8K.
We first perform error analysis on BLOOMZ, then
perform a case study for each task.

We further perform 3 additional experiments,
which are detailed in Appendix §E. To highlight
one interesting finding, we show that training on
diverse code comments, such as from the multi-
lingual Tcc, boosts xXSTREET performance in all
languages including English.

Error Analysis for BLOOMZ English For this
task, and with base BLOOMZ, SIM achieves 61.5

ARC accuracy, while linearized achieves 35.3.
Our manual analysis of outputs reveals that the
performance discrepancy is largely due to poor
instruction-following when using linearized vs. us-
ing SIM. Ribeiro et al. (2022) find that for lin-
earized (and their model), 62% of generations fail
to generate a parsable answer (i.e., reasoning graph
is incomplete). Our findings concur, in that lin-
earized has 66% (223/340) invalid generations. In
contrast, SIM has only "19% invalid. BLOOMZ-
Tcc with SIM further reduces invalid rate to 9%,
and increases accuracy to 76.2. We observe that in
cases where all formats output successfully, the rea-
soning graph and answers are nearly identical. The
difference is that SIM prompts allows the model
to generate a complete reasoning graph far more
often. We reiterate that this behavior is a novel
finding given BLOOMZ-TcC was indirectly super-
vised on code, rather than directly on reasoning
tasks. Further discussion is found in Appendix A.

We summarize this section with the follow-
ing view: our techniques elicit better instruction-
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following of the proscribed reasoning format from
a base LLM, leading to improved benchmark per-
formance. Within a reasoning step, the models
are making similar decisions, but at the reasoning-
graph level, our methods assist in harder cases.

8.1 Case Study on GSM8k English

We perform a case study of one GSM8k problem,
comparing 3 models (BLOOMZ, BLOOMZ-Tcc,
GPT-3) and 2 formats (linearized, SIM) in Ap-
pendix Table 3. We observe that only GPT-3 with
S1M achieves the correct answer, and reasoning
steps also concur with the gold completion. GPT-3
with linearized representation makes an erroneous
first step, which propagates the error downwards.
Both BLOOMZ models with linearized formatting
only follow the output format, and the text state-
ments are copied from the input instead of being
new statements. BLOOMZ with SIM has repeti-
tive output and does not output an answer. While
BLOOMZ-Tcc still outputs a wrong answer, it
does perform 2 rounds of reasoning through select-
ing and inferring facts. So, we see that both inter-
ventions elicit better underlying reasoning abilities
of LLMs.

8.2 Case Study on ARC Arabic

We look at an Arabic example from ARC in Ap-
pendix Table 4. We observe that for the linearized
format, the final answer is incorrect (A), given the
model makes a wrong penultimate inference. The
SiM format, meanwhile, allows GPT-3 to output
the correct answer (D), given it makes a correct
inference step (albeit 1 step less than the gold). In
fact, directly prompting GPT-3 leads to a correct
answer. This again highlights the importance of
aligning the prompt format, which is code here, to
the training format.

9 Conclusion

We introduced xSTREET, a multilingual structured
reasoning benchmark which covers 5 diverse lan-
guages , spans science commonsense, arithmetic
and logical reasoning tasks, and includes high-
quality intermediate reasoning steps. We found
that current multilingual LLMs underperform in
the non-English setting, then proposed two meth-
ods to remedy this, based on the popular hypothesis
that LLMs trained on code are better reasoners. At
training, we propose translating the comments of a
source code dataset, to use as indirect supervision

data for parameter-efficient fine-tuning. During
inference, we leverage code structure to represent
reasoning graphs. We perform extensive experi-
mentation, and both of our methods better elicit
underlying reasoning abilities of LLMs.

Our work brings together two areas of challenge
for LLMs — multilinguality, and complex reason-
ing. In particular, our fine-tuning recipe shows that
the code & reasoning hypothesis can apply multi-
lingually. We suspect that improvements can be
amplified if multilingual comments are included
at the pre-training, instead of the fine-tuning stage.
We hope our findings underscore the key role that
code should play in the development of LLMs with
better reasoning capabilities across languages.

Limitations

One limitation is that we were unable to apply our
fine-tuning recipe to the stronger LLMs. “Stronger”
refers to two characteristics. First and unavoid-
ably, we can only apply the method to weaker
open-source models, as closed-source models are
proprietary; nevertheless, we explored them with
our inference-time SIM prompts approach, and this
worked well. Second, we only were able to fine-
tune a 7B parameter model due to our resource
constraints, so it is to-be-determined the effective-
ness of the recipe on 70B+ models.

Between the submission and publication of this
work (February to August 2024), LLM develop-
ment has been brisk, and several recently released
~7B LLMs have shown decent performance on
arithmetic reasoning. In our work, we were limited
to BLOOMZ-7B, which we saw was poor at math.
For followup work, therefore, we are excited to try
our finetuning approach on Tcc while using these
newer LLMs as base models.

Another limitation is for the xXSTREET bench-
mark, we performed human translation on only the
test set of the source STREET dataset. As we used
machine translation for the train set, but also drew
few-shot exemplars from these, the lower exem-
plar quality worsens performance compared to a
gold standard exemplars. We also fine-tuned on
machine-translated TCC.

While we tried to be inclusive with the languages
chosen, studying 6 languages from different fam-
ilies and using different scripts, we acknowledge
that more community effort will need to go into
expanding the study of multilingual complex rea-
soning to lower-resource languages. We further
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acknowledge the limits of the translation of En-
glish reasoning tasks and intermediate steps alone,
in that reasoning processes may differ for speakers
of different languages. So too may a multilingual
LLM respond inconsistently to queries posted in
different languages (Li et al., 2024), which warrants
future studies into how this holds for the reasoning
tasks studied in this work.

Finally, in this work, we considered only the
final answer accuracy for the tasks. The original
STREET tasks from Ribeiro et al. (2022) included
various graph similarity metrics used to consider
the intermediate reasoning steps as well — a defi-
nite strength of their structured reasoning approach
vs. unstructured approaches such as CoT. We did
not do this consideration due to the difficulty of
reimplementing the graph similarity metric calcu-
lation for the different languages, and leave this
to follow up work. Furthermore, we note that the
7B LLM we used had overall poor graph similarity
(near O for all metrics) using the original STREET
evaluation scripts and dataset.

Data Statement We provide a data statement in
adherence with the ACL code of conduct and rec-
ommendations laid out in Bender and Friedman
(2018). Linguists working on the Machine Transla-
tion Post Editing project for the multilingual dataset
into Arabic, Chinese, Japanese, Russian, and Span-
ish are in-country, native speakers. They all are
certified translators with more than 5 years of full-
time translation experience, according to the 17100
Translation ISO Standard. These linguists were
hired through vendors and were remunerated above
industry standard rates. Instructions were to post-
edit machine translated output and included guide-
lines on what to localize (artist names, city names,
metric conversions), format (capitalization, punc-
tuation) and structure (sentence level breaks). The
vendor project managers made sure the instructions
were adhered to. The QA process consisted of con-
tent review based on the Multidimensional Qual-
ity Metric (MQM) model that allocates different
weights to 5 error severities (0-none to 5-critical)
in several error topics. Total sample reviewed was
5 (5k words) of the total (100k words) source word
count.
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SIM code input

question = "how many years ago was Raymond’s son born?"

answer = None

# call select_facts and infer_new_fact until answer is set

selected = select_facts(facts) #

facts = ['Raymond and Samantha are cousins.’, 'Raymond was born 6 years before Samantha.’, "Raymond had a son at the age of 23.", "If Samantha is now 31.’]

Linearized input

QUESTION = sentl: Raymond and Samantha are cousins. sent2: Raymond was born 6 years before Samantha. sent3: Raymond had a son at the age of 23. sent4: If
Samantha is now 31, sent5: how many years ago was Raymond’s son born?

PROOF =
Gold GPT-3 BLOOMZ-tcc BLOOMZ
[facts[1], facts[2]] [facts[1], facts[2]] [facts[0]] new_fact = infer_new_fact(selected) #
new_fact = infer_new_fact(selected) # new_fact = infer_new_fact(selected) # new_fact = infer_new_fact(selected) # facts[2]

"When Raymond’s son was born Samantha
was 23 - 6 = 17 years old."

’Raymond’s son was born 23 - 6 = 17 years
ago.”

facts[2]
is_solved(new_fact, question) # False

is_solved(new_fact, question) # False
facts.append(new_fact)

§. is_solved(new_fact, question) # False is_solved(new_fact, question) # False facts.append(new_fact)
3 facts.append(new_fact) facts.append(new_fact) HH#
-ﬁ; selected = select_facts(facts) # [facts[0], selected = select_facts(facts) # [facts[0],
S selected = select_facts(facts) # [facts[3], selected = select_facts(facts) # [facts[3], facts[2]] facts[1], facts[2], facts[3]]
E facts[3], facts[4]] facts[4]] new_fact = infer_new_fact(selected) # new_fact = infer_new_fact(selected) #

new_fact = infer_new_fact(selected) # new_fact = infer_new_fact(selected) # facts[2] facts[2]

"Thus it has been 31 - 17 = 14 years since  ’Samantha is 31, so Raymond’s son was is_solved(new_fact, question) # True is_solved(new_fact, question) # True

Raymond’s son was born." born 31 - 17 = 14 years ago.’ facts.append(new_fact) facts.append(new_fact)

is_solved(new_fact, question) # False is_solved(new_fact, question) # False ### repeated 4 times, without a parseable

facts.append(new_fact) facts.append(new_fact) selected = select_facts(facts) # [ques- answer

tion, facts[2]]

selected = select_facts(facts) # [facts[3], selected = select_facts(facts) # [facts[3], new_fact = infer_new_fact(selected) #

facts[5]] facts[5]] facts[2]

new_fact = infer_new_fact(selected) # "The = new_fact = infer_new_fact(selected) # "The  is_solved(new_fact, question) # True

answer is 14’ answer is 14’ answer = extract_answer(new_fact) # '23°

is_solved(new_fact, question) # True is_solved(new_fact, question) # True

answer = extract_answer(new_fact) # 14’ answer = extract_answer(new_fact) # " 14"

sent2 & sent3 ->int]: When Raymond’s son  sent2 & sent4 ->intl: Raymond was born  sent] & sent2 ->intl: Raymond was born  sentl & sent2 & sent3 ->intl: Raymond

was born Samantha was 23 - 6 = 17 years 6 years before Samantha, so Samantha is 6 years before Samantha, so Raymond was ~ was born 6 years before Samantha, so Ray-
é_ old.; intl & sent4 & sent5 ->int2: Thus now 31 - 6 = 25 years old.; intl & sent3  born 6 years before Samantha.; intl & sent2  mond was born 6 years before Samantha’s
’g it has been 31 - 17 = 14 years since Ray- ->int2: Raymond had a son at the age of & sent3 ->int2: Raymond had a son at the ~ son was born.; intl & int2 & sent3 & sent4
2 mond’s son was born.; int2 & sent5 ->int3: 23, so Raymond’s son was born 23 - 6 =17  age of 23, so Raymond was 23 years old ->int2: Samantha is now 31, so Samantha’s
N The answer is 14; years ago.; int2 & sent5 ->int3: The answer ~ when he had a son.; intl & int2 & sent3  son was born 6 years ago.; intl & int2 &
4;3‘ is 17; ->int3: Samantha is now 31, so Samantha  int3 & sent4 ->int5: The answer is 6 years.;
= was 31 years old when she had a son.; intl

& int3 & sent4 ->int5: Thus, Raymond had
a son 6 years ago.; intl & int4 & sent5 -
>int6: The answer is 6 years.;

Table 3: Case study for a GSMS8K entry, in English. The correct answer is ‘14’ (in green). Only GPT-3 with ST™M

prompts gets it correct.

A Further Discussion

We find that regardless of answer correctness,
BLOOMZ-based models often fail to generate new
text, instead of copying text from the input. This
again is likely due to the weaknesses of BLOOMZ,
as this is not observed for GPT-3 with any format.
Our use of both interventions, greatly reduces the
incidence of this problem, which as we have dis-
cussed leads to BLOOMZ-TcCcbetter eliciting the
model’s underlying reasoning abilities.

A.1 BLOOM Results for GSMSK,
AQUA_RAT, AR_LSAT

These results are shown in Appendix Figure 8.

For all tasks, performance is around random
chance. For GSMS8K, random chance is 0, and
the models fails to solve nearly any math problem.
While all numbers are close and likely statistically
insignificant, we see that BLOOMZ-TcCc slightly
underperforms base BLOOMZ, and linearized and
code prompts perform similarly.

Our hypothesis on why this happens, as dis-
cussed before, builds on the view that truly complex

reasoning capabilities are emergent with LLM’s
model scale. The 7B BLOOMZ model used has
no baseline ability for these 3 tasks (while it did
for ARC), and therefore our interventions, which
are indirect supervision on code, cannot help elicit
better reasoning.

We discuss the two interventions separately.
First, we study the effectiveness of code prompts
on larger LLMs in §7.2. Second, for the finetuning
recipe, we draw some initial points in Appendix A,
given our resource constraints on small LLMs.'®

This suggests limitations to the code+reasoning
hypothesis, which have not been adequately dis-
cussed in prior work. Indirectly supervising LLMs
for reasoning by training on code is effective for
specific types of reasoning, such as ARC’s com-
monsense reasoning, and less so for math problems
like GSMB8K, though, intuitively, code probably
does not help, given code rarely includes arithmetic

1With 192 GB VRAM, we could finetune at most 7B mul-
tilingual models (which have much larger vocabulary sizes
and thus larger embeddings). We leave future work to use our
recipe with larger models, such as by using 4-bit quantization.

5165



SIM code input

facts = [ ,....,..‘J‘ o u"J\” l_5” uj\“ d,u\ (“""“ }Aju)l

Al Wl N ey ,aJ\“ a2 & A4l
oAl all d [N u,a)\ll ol & oeddl 3,

(\..4-\ [KVY L3l 548 n\)j A
quesnon*}uﬂl u\! el o AT il
choices = {"A”: .uus.«il

answer = None
# call select_facts and infer_new_fact until answer is set
selected = select_facts(facts) # "

o o Bl s L]
e e Al W Sl
Bl At B s 3 e O e e B D et e T

Linearized input

QUESTION =sentl: jmaddl 0 (2,31 ) w331 (ssladl P

blsen2,sdly Al 5 caed 2 ol o el Ll sent3idle

DAl Al s B sles e oetdlsentds odl M e D) B sy e e ge BLAD coaid) WSens Al Al T
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Gold

GPT-3

[facts[0], facts[3]]

new tacl infer_new. tacl(selecled)# o j\{i «J‘J\“ &~ el ol

8¢5 new,_fact = infer_new_fact(selected) # Al J [N}

[facts[0], facts[1], facts[2], facts[3]]
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a is, solved(new fact, ch(nces)#False is_solved(new_fact, choices) # False
S facts.append(new_fact) facts.append(new_fact)
_n;; selected = select_facts(facts) # [facts[1], facts[2], fac[s[4]] selected = select_facts(facts) # [facts[4]]
S new_fact = infer_new _fact(selected) # ° J" J\,L, W] U,in J“' J,_,,J\ Wil @wjacl:inferﬁnewjgcl(selecled)#’The answer is D’
= N WS o A{‘ ﬁ‘d J}‘) Al 54&09 is_solved(new_fact, choices) # True
2] . answer = make_choice(new_fact, choices) # "D’
is_solved(new_fact, choices) # False
facts.append(new_fact)
selected = select_facts(facts) # [facts[5]]
new_fact = infer_new_fact(selected) # *The answer is D’
is_solved(new_fact, choices) # True
answer = make_choice(new_fact, choices) # 'D’",
E
2
.g sentl & sent4 -> intl: dk: u“-“J‘ il > 1l u'pJ\“ g“ Jc.ﬁ.‘l il 855 sentl & sent2 -> intl: J..e_.‘f..‘l > u,'a)\(l LJ! g}\” éju\ f\._jH E Ja.Bl
=]

,a)\H sent2 & sent3 & intl -> int2: J\JL U
ij ; int2 -> int3: The answer is D);

UM__J\ w:bwﬁf\ﬂu

Vel ik

JoAly Al G o sent3 & sentd -> int2: S DAl Al el el Ll

u.a)ﬁl sent5 & sent6 -> int3: J\{i o el J\fi Sty Al g adll
\:‘ ‘ int3 -> int4: The answer is A

Table 4: Case study for a ARC entry, in Arabic. The correct answer is ‘D’ (in green). Only GPT-3 with SITM prompts

gets it correct.

equations.!” As for the logical reasoning problems
of AR_LSAT, we defer study to future work apply-
ing our finetuning recipe to larger LLMs.

B Hyperparameters

For the TCC finetuning recipe, we set maximum
sequence length to 1024, set learning rate to 1e-5
(with 0.1 weight decay), do not use warm-up, and
use cosine learning rate schedule. We trained for 2
epochs using a batch size of 3 and gradient accumu-
lation over 20 steps. We set the LoRA layers dimen-
sion to 128. The implementation is done with the
DeepSpeed-Chat framework (Yao et al., 2023) and
the transformers library (Wolf et al., 2020).

C Dataset Statistics
Statistics for TCC are shown in Appendix Table 5.

17 Arithmetic reasoning can be improved by directly finetun-
ing on math — Ni et al. (2022) achieve 19.5% on GSM8k on a
2.7B LLM with this approach.

# files from source 30000

TCC # files/lang 20289
x6 langs 121734

# tokens per language 55-60m

Table 5: Statistics for the Tcc dataset. The source
dataset is the small subset of The Stack for {js, py, java}.
The # of tokens is calculated with the BLOOMZ tok-
enizer, which has a 250k vocabulary size including to-
kens from multiple natural and programming languages.

D Full Results

We now report results of all experiments and set-
tings studied in this work. Table 6 gives results for
all models and prompt formats, on STREET and
xSTREET (averaged across 5 languages). Table 7
gives per-language xSTREET results. We first dis-
cuss BLOOMZ and GPT-3, which were analyzed
in the paper, then separately discuss Falcon.
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import java.util.®;

public class Magic

public static voi

// Create a 2D Ar
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input = n

d in the us;
out_printl

if ]
System.out.printls magic square");

System.out.println("Not a magic square");

2. Machine translate each comment @ ru

77 OMDERENAET, RBNRETCA NA CETKa GACEN PasvepoM x5

MarAYECKAM KBanpaToM

inport java.util.®;

public class Magic

public static

System_out.printin("Not a magic square");

3. Replace comments with translation, keep code as-is

Figure 7: The data augmentation approach used to cre-
ate the TccC (translated code comments) dataset.

D.1 Direct Prompting

These tables include the direct prompting strategy,
in which the model is given the same input as lin-
earized, but needs to generate only the answer with-
out intermediate reasoning.

For ARC, we find that, surprisingly, direct out-
performs linearized (all LLMs). This is likely be-
cause the ARC questions are relatively easy already,
and directly solving them given the context as well
is possible. As discussed earlier, linearized for-
mat is artificial and hard to follow, which causes
many reasoning graphs without valid answers. In
contrast, SIM prompts are captured in code, which
the models have seen, and therefore SIM results
outperform direct and linearized.

For GSM8k and AQUA_RAT (using GPT-3),
direct prompting fails. Using intermediate reason-
ing, as found by many prior works, is essential for
arithmetic problem-solving. Linearized boosts per-
formance significantly, and SIM code even further.

Regarding xSTREET, overall trends are rela-
tively consistent with those discussed above.

D.2 Results for Falcon

Falcon is an open-source LLM that is more perfor-
mant than BLOOMZ, albeit English-centric. We
chose the 40B instruction-finetuned variant, inter-
mediate between BLOOMZ 7B and GPT-3 175B.'%

First, we consider STREET results. For ARC,
Falcon fails with direct prompts (34.7), but does
much better with linearized (76.5) and SIM (81.5).
For GSM8k, now that the base model has some
math ability with direct prompts (4.4), it can im-
prove with linearized (28.9) and SiM (19.6). SIM
underperforming linearized here is because of a
context size issue.

Falcon has a max context length of 2048 tokens,
while GPT-3 and BLOOMZ can accept up to 4096.
SIM code prompts use a lot of tokens for the code
structure, and therefore, Falcon will run out of to-
kens quickly and therefore fail to generate a full
reasoning graph in more cases than when using lin-
earized. This is more so a limitation of Falcon than
our work (recall that most prior work considers
complex reasoning tasks with huge closed-source
models).

For AQUA_RAT, Falcon performance is near
random (20) for all 3 prompt formats; i.e., it is “too
hard”. For AR_LSAT, Falcon is near random (20)
for direct and linearized, but achieves 34.0 with
SIM prompts.

Multilingual performance Even though Falcon
is an English-centric LLM, we evaluate its perfor-
mance on XxSTREET. We see that linearized per-
forms the best across all tasks, with code prompts
behind, and direct even further behind. Again, we
attribute this to Falcon’s shorter context length of
2048 — which is especially non-optimal for 4 of 5
languages studied which do not use the Latin script.
The Falcon tokenizer did not see these scripts, re-
sulting in byte-level tokenization, which further
uses up the budget.

E Additional Experiments

We perform 2 additional ablation experiments be-
low.
E.1 Finetuning on SIM Code Prompts

We experiment with directly finetuning on SIM
code prompts (all 6 languages), so as to have a

B BLOOMZ has 7B and 176B variants, but nothing in be-
tween.
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Figure 8: Results on GSM8K, AQUA_RAT, AR_LSAT subtasks for BLOOMZ-based models, with (up-to) 5-shot
prompts. Random baselines are indicated with dashed grey lines. For each task, we report results 1) for, and 2)
averaged over the 5 languages.

| STREET (English) | xSTREET (average 5 languages)
Model ‘ ARC GSM8k AQUA_RAT AR_LSAT ‘ ARC GSM8k AQUA_RAT AR_LSAT
. BLOOMZ 547 2.6 24.8 20.0 417 1.7 21.1 20.8
3 BLOOMZ-TCC (ours) 703 33 20.9 24.0 490 1.8 21.9 23.2
5 falcon-40b-instruct 347 8.5 24.8 26.0 320 6.1 24.6 24.0
GPT-3 97.6 4.4 21.7 22.0 90.7 1.6 25.6 24.4
3 BLOOMZ 353 1.1 24.0 22.0 335 09 24.4 24.0
-2 BLOOMZ -TCC (ours) 409 1.5 18.5 20.0 369 1.0 22.5 28.5
§ falcon-40b-instruct 76.5 28.1 18.9 24.0 54.6 10.6 23.4 24.4
= GPT-3 93.2 289 25.6 18.0 727 244 27.7 23.2
GPT-3 (Ribeiro et al., 2022)" | 72.9 34.8 40.2 19.0 - - - -
2 BLOOMZ 61.5 0.7 23.6 26.0 526 1.5 233 24.0
S BLOOMZ -TCC (ours) 762 19 21.7 28.0 61.1 1.3 25.4 24.8
2 falcon-40b-instruct 81.5 19.6 24.4 34.0 439 46 23.5 26.8
»“ GPT-3 99.1 452 37.8 32.0 942 269 32.8 24.8

Table 6: Full results (STREET and xSTREET average) for all models, tasks, prompt formats, and languages. Rows
are grouped by prompt type and model, while columns are grouped by the subtask and the language.

“We include the reported results of Ribeiro et al. (2022) for STREET. This is for reference, as we cannot reproduce their exact
prompts and examples chosen (and so cannot run on xSTREET).

ARC GSM8K AQUA_RAT AR_LSAT
Model es zh ar ja rul es zh ar ja rul es zh ar ja rul es zh ar ja ru
_ BLOOMZ 46.541.257.433530.0] 22 19 1.1 1.1 2.2[19.724.8 21.3 24.0 15.7|22.0 24.0 16.0 24.0 18.0
3 BLOOMZ -TCC [63.2 44.7 68.531.237.6| 1.9 1.5 22 1.5 1.9]22.0 25.6 19.7 22.0 20.1|18.0 28.0 26.0 24.0 20.0
:5 falcon-40b-instruct|34.7 32.4 30.3 31.8 30.9{10.0 6.7 3.3 4.8 5.6/24.8 24.0 25.2 24.8 24.0|26.0 22.0 24.0 26.0 22.0
GPT-3 97.495.0 81.8 90.6 88.5| 3.0 1.5 0.0 1.5 1.9|25.2 24.8 25.6 26.0 26.4|24.0 24.0 24.0 24.0 26.0
3 BLOOMZ 35.037.1 353 29.1309| 22 1.1 04 04 0.4)22.026.8 23.6 24.0 25.6|24.0 26.0 24.0 20.0 26.0
-2 BLOOMZ-TCC |44.7 40.3 39.7 30.9 29.1| 1.5 04 1.5 04 1.1{17.3 21.7 21.3 22.8 24.0|14.0 30.0 28.0 28.0 28.0
$ falcon-40b-instruct|77.4 65.6 34.7 49.4 45.9|123.3 163 22 7.0 4.4|25.225221.7 22.0 22.8/18.0 26.0 24.0 18.0 36.0

= GPT-3

83.575.6 57.4 69.7 77.4

26.3 29.6 19.3 17.0 30.0

27.6 27.6 29.5 26.4 27.6

26.0 28.0 20.0 26.0 16.0

2 BLOOMZ

S BLOOMZ-TCC

2 falcon-40b-instruct
“ GPT-3

57.9 67.6 58.8 45.6 32.9
70.3 74.4 65.0 54.7 40.9
57.1 55.3 30.3 44.1 32.6
96.5 96.5 90.3 94.1 93.5

07 15 22 22 07
04 15 15 22 07
81 81 19 26 22
37.4 28.1 18.5 21.9 28.5

21.325.6 23.6 22.4 23.6
27.224.028.3 22.8 24.8
26.0 24.4 23.2 20.5 23.2
36.6 32.7 31.1 32.7 31.1

26.0 30.0 30.0 12.0 22.0
26.0 34.0 16.0 30.0 18.0
32.0 26.0 26.0 24.0 26.0
26.0 28.0 26.0 18.0 26.0

Table 7: Per-language xSTREET results for all models, tasks, prompt formats, and languages. Rows are grouped by
prompt type and model, while columns are grouped by the subtask and the language.
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model that can perform the SIM-formatted reason-
ing without in-context examples. We use the same
hyperparameter and configuration from §4.2, again
using LoRA to fine-tune a subset of the 7B model’s
parameters, but omitting the data replay to max-
imize performance. We train one model for all
tasks, and all 6 languages. This differentiates our
SM finetuned model from the linearized finetuned
model of Ribeiro et al. (2022), which finetunes a
separate TS5 (0.8B) model for each task with full
finetuning.

As multilingual trends remain similar, we
will just discuss English results (STREET).Using
BLOOMZ-Tcc or BLOOMZ as the base model
does not make a difference. The SIM finetuned
models achieves 85.9 (vs. 76.2) on ARC; the other
3 tasks are still near random chance. We suspect
that performing full finetuning instead of LoRA
should overcome this, and omit this experiment
due to resource constraints.

E.2 Improving the Code Comment Quality of
Tcc

Our initial and used version of TCcC, as described
in the main text, simply took 30k source code files
from The Stack, then filtered down to 20k files,
using criteria of >5 comments, of which >50% of
comments in English.

To validate the quality of the translated code
files, we recruited human annotators who were pro-
ficient programmers, and native speakers of each
language. While overall, translations were judged
to be reasonable, the main feedback points were:

* Some files had non-useful comments, such as
long copyright statements in the header, or
linting messages.

* Some files had comments which were actually
commented-out code (i.e. unused functions).

* Terms related to programming, or referencing
function or variable names in the code, were
often mistranslated, if they should have been
translated at all.

We leave the last point to future work, as we
used an online MT API, and programming-specific
MT is out of scope. For the other two, we tried to
develop a version of TCC to specifically select files
which have plenty of meaningful comments. We
describe this filtering experiment below.

We now consider the entire Stack dataset,'?, in-
stead of just 30k from the official small subset.
As the Stack totals 6 TB, we considered only the
first 3 million examples (1m each for Java, Python,
JavaScript). Our scripts performed the following
steps in order:

1. Delete copyrights, headers, linting comments
from files.

2. Keep only those files with >1 standard devia-
tion of number of comments:number of lines
ratio. Note that 1 comment can span multiple
lines.

3. Keep only those files with >5 comments.

This resulted in about 250K examples. We per-
formed the code comment extraction and transla-
tion process, and termed the resulting dataset TCC-
v2. We then applied the finetuning recipe as we did
with the original TccC; furthermore, we keep the
data size consistent as the original, using a 67k sub-
set of Tcc-v2. The resulting BLOOMZ-TccC-v2
models had similar downstream reasoning perfor-
mance as BLOOMZ-Tcc, and therefore we did not
use it in the main text.

We hypothesize this experiment did not improve
performance because, the program code plays a
much bigger role in LLM’s reasoning abilities than
the comments.

Yhttps://huggingface.co/datasets/
bigcode/the-stack-dedup
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