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Abstract

In the field of natural language processing, cor-
rection of performance assessment for chance
agreement plays a crucial role in evaluating
the reliability of annotations. However, there
is a notable dearth of research focusing on
chance correction for assessing the reliabil-
ity of sequence annotation tasks, despite their
widespread prevalence in the field. To address
this gap, this paper introduces a novel model for
generating random annotations, which serves
as the foundation for estimating chance agree-
ment in sequence annotation tasks. Utilizing
the proposed randomization model and a re-
lated comparison approach, we successfully
derive the analytical form of the distribution,
enabling the computation of the probable loca-
tion of each annotated text segment and subse-
quent chance agreement estimation. Through a
combination simulation and corpus-based eval-
uation, we successfully assess its applicability
and validate its accuracy and efficacy.

1 Introduction

Reliable annotation is a cornerstone of NLP re-
search, enabling both supervised learning meth-
ods and evaluation. Though not frequently em-
ployed for evaluation of model performance in the
field of NLP, one of the most widely accepted met-
rics for evaluation of annotation reliability is Co-
hen’s Kappa, which offers an assessment of inter-
rater reliability that is adjusted in order to avoid
offering credit for the portion of observed agree-
ment that can be attributed to chance. Some NLP
tasks, such as Named Entity Recognition or other
span detection/labeling tasks, lack an appropriate
chance corrected metric. This paper addresses this
gap by proposing such a measure for these tasks,
demonstrating its application in both simulation
and CoNLLO3 corpus experiments.

Numerous studies caution against using non-
chance-corrected agreement metrics. They can
lead to unfair task or system comparisons due to
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biases introduced due to varying levels of chance
agreement across tasks and systems (Ide and Puste-
jovsky, 2017; Komagata, 2002; Gates and Ahn,
2017; Rand, 1971; Lavelli et al., 2008; Artstein
and Poesio, 2008). Furthermore, without correc-
tion for chance agreement, measurements tend to
cluster within a narrow range, making it difficult to
discern differences between approaches (Eugenio
and Glass, 2004). Therefore, both estimating and
correcting for chance agreement have become criti-
cal in annotation evaluation, except in cases where
chance agreement is negligible.

The main contributions of our work are summa-
rized as follows:

* We propose a novel random annotation model
that considers the specific characteristics of se-
quence annotation tasks as well as the annotation
tendencies of different annotators. This model
can be divided into sub-models, enabling us to
separately address cases with or without annota-
tion overlap.We also apply chance agreement to
measure task difficulty.

* Due to the additive nature of many popular sim-
ilarity measures, we simplify the modeling of
dependent annotation segments within a text. We
successfully derive analytical probability distri-
butions for random annotations, presenting a
streamlined formulation that avoids redundant
calculations.

* We delve into the asymptotic properties of agree-
ment by chance, highlighting scenarios where it
can be disregarded.

* We design and implement both simulation-based
and naturalistic experiments, demonstrating that
our proposed method is accurate, effective, and
computationally efficient.

In the remainder of the paper, we provide a theoret-
ical foundation for our work through a review of
past literature. We then explain our methodology,
and evaluate it first through a simulation study, and
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then through application to real-world corpora. Fi-
nally, we conclude with discussions of limitations,
ethical considerations, and future research.

2 Theoretical Foundation and Motivation

Estimation of chance agreement is a key element
in the evaluation of classification tasks. However,
though the field of NLP features a wide variety of
span detection and labeling tasks, there is a lack of
widely adopted chance-corrected metrics for them.

In classification tasks, the Kappa coefficient is
one of the most popular chance-corrected inter-
annotator agreement measures (Komagata, 2002;
Artstein and Poesio, 2008; Eugenio and Glass,
2004; Hripcsak and Rothschild, 2005; Powers,
2015). The Kappa coefficient is defined as (A4, —
Ae)/(1—A.), where A, is the observed agreement
without chance agreement correction, and A, is the
expected agreement assuming random annotation
behavior. To estimate the chance agreement A., the
key problem is how to build a random annotation
model with reasonable assumptions.

Chance-corrected agreement is unarguably desir-
able for the evaluation of complex text annotation
tasks beyond classification. These tasks encompass
sequence annotation tasks (Lampert et al., 2016;
Esuli and Sebastiani, 2010; Dai, 2018), which in-
volve a wide array of challenges. The complexity
arises from the fact that estimating chance agree-
ment is notably more intricate in comparison to
straightforward classification tasks. In classifica-
tion, the decisions to be made and the available
options for each decision are uniform among anno-
tators. However, with span prediction tasks, anno-
tators initially identify the spans requiring labeling
and subsequently assign a category to each of these
spans. Discrepancies can arise at either of these
stages, resulting from variations in span selection
or category assignment.

Let’s consider the Named Entity Recognition
(NER) task as an illustrative example. It’s impor-
tant to note that the quantity and size of recognized
entities can significantly differ among various an-
notators working on the same text. In Table 1, we
provide an example of a simplified NER task with
annotations from two annotators. The text com-
prises seven tokens, each represented by a single
word. The "Observed" column in the table show-
cases the annotations made by these two annota-
tors. In this toy example, annotator 1 identified and
labeled two location entities: "the NIH campus"

consisting of 3 tokens, and "MD" with 1 tokens.
Meanwhile, annotator 2 identified a single entity,
"the NIH campus in MD" encompassing 5 tokens.

While estimating inter-annotator agreement has
become a crucial step in annotation evaluation, the
challenge of estimating chance agreement for se-
quence annotation remains an open problem. As
highlighted by numerous prior studies, the sample
space for a sequence annotation task is often not
well-defined (Cunningham and et al., 2014).

For instance, when considering the variability
in annotator preferences, some tend to combine
adjacent information, while others prefer to label
them as distinct spans. Additionally, some annota-
tors choose to encompass surrounding text within
a segment, whereas others aim for shorter spans.
All of these factors contribute to the complexity
of estimating chance agreement in the context of
sequence annotation tasks.

There is very little research on estimating chance
agreement for span prediction tasks like NER. To
the best of our knowledge, the most comprehensive
and in-depth attempts so far have been the family of
Krippendorff’s Alpha coefficients. Unlike Kappa,
the Alpha coefficient is grounded in the concept of
disagreement, represented as 1 — D,/ D, where D,
stands for observed disagreement, and D, denotes
expected disagreement.

In 1995, Krippendorff first attempted to extend
his Alpha coefficient for classification tasks to se-
quence labeling tasks (Krippendorff, 1995). The
approach involved concatenating all annotations by
different annotators for the same text and gener-
ating two copies. One copy remained unaltered,
while the other undergoes all possible cyclic shifts.
Krippendorff estimated the expected disagreement
by comparing the differences between pairs of seg-
ments across these two sets of annotations. How-
ever, this shift-based random annotation model
lacks a solid theoretical foundation and exhibits
sensitivity to the location of relevant segments.

In 2016, Krippendorff introduced another data-
driven approach to estimate expected disagreement
(Krippendorff et al., 2016). This technique com-
pares the dissimilarities between pairs of segments
annotated by different annotators. It heavily relies
on a large-scale annotation dataset. Notably, as
it combines all annotation data from diverse texts
indiscriminately, it cannot differentiate between
different chance agreements corresponding to dif-
ferent annotation tasks.
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| Observed | Random

| Invalid Random

I visited the NIH campus in MD
I visited the NIH campus in MD

Annotator 1
Annotator 2

I visited the NIH campus in MD
I visited the NIH campus in MD

I visited the NIH campus in MD
I visited the NIH campus in MD

Table 1: Example of a Toy Named Entity Annotation. Highlighted texts are annotations.

In addition, Mathet proposed the gamma coef-
ficient as a new metric for sequence labeling in
2015. The gamma coefficient paper (Mathet et al.,
2015) extensively discusses the various applica-
tions and characteristics of sequence labeling tasks.
Although the gamma coefficient has many contribu-
tions, such as combining an optimization of align-
ment in the computation of the measure, its esti-
mation of expected chance agreement is in line
with Krippendorff’s work and differs fundamen-
tally from our approach.

It is critical to emphasize that neither of Krip-
pendorft’s methods are suitable for sequence anno-
tation tasks, especially within the context of infor-
mation extraction. When calculating disagreement,
the Alpha coefficient accounts for all disagreements
between segment pairs, encompassing both rele-
vant and irrelevant segments. In cases where rel-
evant information is sparse, the Alpha coefficient
may be disproportionately influenced by disagree-
ments related to irrelevant information, regardless
of the consistency of annotations for relevant con-
tent. However, in information extraction tasks, our
primary concern typically focuses on the consis-
tency of annotations related to portions of text with
a high concentration of relevant information. In the
experiments section, we will probe further into this
issue by exploring the limitations of Alpha coeffi-
cients within the context of information extraction.

While the specific problem of estimating chance
agreement for span prediction tasks is an open prob-
lem, we must acknowledge that some relevant re-
search has been done in connection with classifica-
tion and clustering problems that informs our work
and provides a continuum that our work extends
(Hennig et al., 2015; Frinti et al., 2014; Rezaei and
Franti, 2016; van der Hoef and Warrens, 2019; War-
rens and van der Hoef, 2019; Meild, 2007; Vinh
etal., 2010). Estimating agreement by chance is rel-
atively simple in classification, because the sample
space is fixed and the same for each annotator.

In contrast, clustering problems present a greater
challenge and bear closer resemblance to span pre-
diction issues. From a conceptual standpoint, one
could draw a parallel between elements within

the same span and elements within the same clus-
ter. The most commonly employed randomization
model in clustering is the permutation model (Gates
and Ahn, 2017), where all potential clusters, each
with a fixed number of clusters and a fixed cluster
size, are randomly generated with equal probability.
However, what distinguishes span prediction from
clustering is that the permutation model in cluster-
ing doesn’t impose any restrictions on the place-
ment of elements within the same cluster. Elements
within the same cluster can be positioned anywhere.
This assumption isn’t suitable for sequence annota-
tions, where segments are most typically comprise
contiguous elements rather than fragmented. In
essence, annotators treat each segment as a whole,
rather than labeling each token independently.

The variation in sample spaces caused by differ-
ent labeling tendencies and connectivity constraints
within each segment makes this problem quite chal-
lenging, especially when annotated segments need
to be non-overlapping. Therefore, considering the
characteristics of span prediction tasks and differ-
ent annotation tendencies, we propose a new ran-
dom annotation model to fulfill these requirements.

Our random annotation model independently
models each annotator’s tasks. Specifically, given
the observed annotations for each task by each
annotator, our random model uniformly random-
izes entity positions while preserving the respective
number of entities and the length of each entity.

To cater to various application requirements, we
have designed two sub-models: the overlapping
model and the non-overlapping model. These sub-
models can accommodate situations where tasks
necessitate non-overlapping spans and situations
where no such requirement is specified.

For example, in Table 1, the "Random" column
presents a sample of random annotations for each
annotator. For annotator 1, the random annota-
tion still consists of two entities: "NIH campus
in" with 3 tokens and "visited" with 1 tokens, both
with randomized positions. In contrast, the "Invalid
random" column in Table 1 provides examples of
invalid random annotations, as neither the number
nor the length of entities matches the observed an-
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notation. It’s important to note that in the random
annotation model, the number of entities and the
length of each entity are fixed for each annotator for
each task, but these may vary between annotators
for the same task. This flexibility is a deliberate
choice in the random annotation model to account
for the distinct annotation tendencies of each anno-
tator, resulting in different chance agreements.

As another motivating observation, we recog-
nize that many similarity measures are additive.
In essence, the comparison between the annota-
tions of different annotators involves accumulating
comparisons among all segment pairs annotated by
different annotators. For example, one of the most
popular metrics, the F1 score for binary classifica-
tion, can be expressed as 2a/(2a + b + c), where
a represents the number of items labeled as pos-
itive by both annotators, and b and c indicate the
numbers of items rated as positive by one annotator
but negative by the other. It’s important to note
that when the number and length of spans are both
observed, the value of 2a + b+ c is a constant. The
"positive agreement" rating, denoted as a, reflects
the cumulative sum of positive agreements for all
compared segment pairs.

To simplify the modeling of random sequence
annotations, we approach each segment individ-
ually, even though each labeled segment is still
influenced by constraints imposed by other labeled
segments within the same text, particularly in situ-
ations where segment overlap is not allowed. We
have successfully derived the analytical distribution
for the location of each individually labeled seg-
ment. Additionally, we’ve observed that the prob-
ability remains relatively consistent across most
segment locations, reducing the need for numer-
ous redundant calculations. Further details will be
presented in the next section.

3 Method

In this section, we provide the specification of the
random annotation model for sequence annotation,
also known as span prediction, and present the cal-
culation, approximation, and asymptotic properties
of chance agreement through random annotation.
Taking NER as an example, we begin by intro-
ducing random sequence annotation models for
both non-overlapping and overlapping scenarios,
accompanied by the mathematical definition of
chance estimation. Leveraging additive similar-
ity measures, we significantly simplify the esti-

mation of expected chance agreement in Proposi-
tion 1, alongside its corresponding analytical for-
mula for the distribution of random annotations
in Proposition 2. In Proposition 3, we emphasize
that each randomly annotated segment exhibits the
same probability for most locations, with the ex-
ception of a few at the extreme ends, thus further
reducing computational complexity.

Moreover, for lengthy texts with sparse annota-
tion information, the expected chance agreement
becomes so negligible that it can be safely disre-
garded. This assertion is substantiated in Proposi-
tion 4. The preceding conclusions primarily pertain
to non-overlapping scenarios, and we briefly encap-
sulate the outcome for the overlapping model in
Proposition 5, as its derivation is straightforward.
Given space constraints, we present only the pri-
mary conclusions and concepts within this section.
For detailed proofs, please consult the appendix.

We adopt the NER as a representative of com-
plex text sequence annotation tasks to demonstrate
how to estimate the chance agreement or perfor-
mance for sequence annotation evaluation. Given
atextT = {t; <ty <...<t,} with a sequence
of n tokens ¢;,i € {1,...,n}, and a pre-defined
tag set C' = {cy, ..., ¢y} With m categorical tags;
as a typical task in information extraction, named
entity recognition aims to locate and classify seg-
ments of text 7" into pre-defined categories C, such
as recognizing disease, medication, and symptom
information from clinical notes.

Mathematically, the annotation task for NER can
be formulated as a function ® : T'x C +— €2, where
) is the set of all possible annotations. For any ¢ €
Q0 = {11, Vs Pms o Vimkn )
where 1) is an annotation of segments for all pre-
defined categories, k; is the number of segments
for ¢-th category. For an annotation segment
Vi ; = {stij,a;;}, sti;j denotes the index of the
first token and a; ; denotes the length for the j-th
segment with i-th category. To simplify the discus-
sion, in the following we will focus on single-tag
text annotation (i.e., m = 1, ¥ = {¢1,..., ¥},
1 = {st;,a;}) since it is straightforward to gen-
eralize these techniques to multi-tag annotation as
shown in the experiments.

To gauge chance agreement, we need a precise
definition of random annotation. Adapting the per-
mutation model, which is commonly used for clus-
tering, to sequence annotation tasks is impractical
due to the absence of location constraints within
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clusters. This conflicts with the usual intra-segment
connectivity assumption in a text annotation setting.
To overcome this, we propose a novel random an-
notation model. It accommodates annotator and
task variation while upholding the coherence of
text segments.

Random Sequence Annotation Model. The ran-
dom annotation model is designed to keep the count
and length of annotated segments consistent for
each annotator within each task, while allowing
variability across different annotators and tasks.
It generates all feasible annotation configurations
with equal probability. In other words, for a k-
segment random annotation ¥ = {Wy, ... U}
with each randomly annotated segment ¥; =
{ST;,a;}, it has equal probabilities for all possi-
ble start indices {st1, ..., sty } with fixed lengths

ajy...,0L.

For annotator 1 in Table 1, we have £k = 2,
ap = 3, STy € {1,...,5}, and ap = 1, STy €
{1,...,7}. The definition of a random annotation

segment {S7;, a;} indicates its connectivity. All
tokens in the same segment are consecutive with-
out gaps and the index of the last token in the ¢-th
annotated segment is S7; + a; — 1. In contrast, a
random cluster generated by the permutation model
for clustering does not require this property. Note
that the permutation of different entities is still al-
lowed in our model as long as the segments within
each entity remain contiguous, in other words, that
the entity is permuted as a whole. As shown in the
"Annotator 1" row of Table 1, different from the
observed two entities with 3 and 1 tokens ("the NIH
campus” and "MD"), the left and right positions of
the annotated entities in our random model with 3
and 1 tokens ("NIH campus in" and "visited") can
be swapped as illustrated in the "Random" column.
With regards to different applications, the random
annotation model can be further divided into two
sub-models, namely, the overlapping model and the
non-overlapping model. The overlapping model al-
lows segments to overlap with each other, so each
ST; can take any value between 1 and n — a; + 1,
whereas the non-overlapping model does not al-
low segments to overlap, i.e., ST; > ST + a; or
ST; > ST; + a; for any i # j. Because the over-
lapping model is much easier to handle, we only
focus on the non-overlapping model here.

The problem of estimating chance agreement for
annotation evaluation can be described as follows:

Problem Definition. Assume there are two in-

dependent random annotations, W1 for annotator 1
and U2 for annotator 2 on the same text of length
n. The problem is to estimate the expected sim-
ilarity E(Sim(¥1, ¥2)) based on a random non-
overlapping annotation model.

In this paper, we use right index instead of right
subscript to represent the index of annotators, for
example, k1 represents the number of segments
annotated by annotator 1, and k2 for annotator
2. We notice that many agreement measures,
regardless of being token level or entity level, can
be formulated as segment-wise measures, i.e.,
Sim(P1,92) = f(11(P11,921), -, dr1k2(P1k1, ¥2%2))s
where ¢1; = {stl;,al;} is the i-th annotated
segment for annotator 1 and ¢2; = {st2;,a2;}
is the j-th one for annotator 2. While it is
challenging to estimate the chance agreement for
a large number of dependent segments together
with the random non-overlapping annotation
model, the function f is additive for many popular
measures. This fact allows us to process each
segment individually, which greatly simplifies the
estimation. We call the segment-wise measure
with additive function f additive measure.

Propositionl. For the additive
similarity measure, the expected
chance agreement is E(Sim(¥1,02)) =

F(Ep11(V11,92y)), ..., E(¢r1 k2 (V1kr, U22)).

Note that in the non-overlapping random annota-
tion model, the position of each random annotation
segment is dependent on all the other random an-
notation segments within the same document from
the same annotator. Since we assume all possible
random annotations are equally likely, the problem
of estimating the location distribution for each seg-
ment is equivalent to counting the number of all
possible configurations when we fix the location of
the corresponding segment.

Proposition2. For the non-overlapping random
annotation model, the number of all random anno-
tations with the ¢-th segment fixed as:

(ST, =) =n(l—1,0)r(n—1l—a+kk—1)+
Zﬂ(l7ail,1)7r(71,7l7a+a,;1+k71,k72)+

i1

ZZ”U*“M —ap,+1,2)t(n—l—a+a; +aiy, +k—2,k—3)
171 a7

+...+r(l—a+a+k—-2k—1)n(n—1—a;+1,0),

ey

where m(n,r) = n!/(n — r)! is the number of
permutations of n things taken r at a time, k is the
number of segments, a; denotes the length of the
i-th segment and a = ) _, a; is the total length of
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annotations. Then the corresponding probability is
p(ST; =1) =1I(ST; = 1)/n(n — a + k, k), for
1 <1 < n—a;+1. Here we treat each text segment
as a different annotation, regardless of length. If
we do not need to distinguish among entities of the
same length, this formula can also be applied after
a simple modification.

However, it is computationally expensive to cal-
culate Equation 2 for all possible random locations
of each text segment when the sequence is long.
To solve this issue, we find that II(ST; = [) is the
same for most locations when the text is of length
n > a.

Proposition3. ST; is uniformly distributed for
a—a;—k+2 < st; <n—a+k,ie,(st; =11) =
H(Sti = lg) forVa—a;—k+2 <li,lo <n—a+k.

We further observe that it is not necessary to
estimate chance agreement in all cases. Intuitively,
we expect the chance agreement is small enough to
be ignored when annotating sparse information in
long texts and find that it is indeed the case. In most
named entity recognition tasks, for example, the
average tokens in an annotated sentence is usually
large than 20 (Roth and Yih, 2004).

Proposition4. When n > al + a2, the expected
similarity F(Sim(V1,¥2)) — 0, where al and
a2 are the total lengths of all annotated segments
for annotator 1 and annotator 2.

For the overlapping model, as the probability of
the location of each randomly annotated segment
is uniform, we can easily derive its probability dis-
tribution.

Proposition5. For the overlapping random an-
notation model, p(ST; = 1) = 1/(n — a; + 1), for
1<1<n-—a;+1.

Annotation Difficulty Evaluation. Another im-
portant application of chance agreement is to de-
fine the difficulty of an annotation task from the
perspective of agreement by chance. Usually, eval-
uating the difficulty of annotation tasks is highly
subjective and there are no good quantitative indi-
cators. We utilize the chance agreement to define
the difficulty of annotation tasks as follows:

Definition. The difficulty level of an annota-
tion task can be defined as 1 — E(Sim(V, V))
if there is a gold standard annotation ¥ or as
average similarity of all annotator pairs 1 —
> i1 E(Sim(¥1,92))/v?, where v is the num-
ber of annotators.

4 Experiments

To demonstrate the accuracy and effectiveness of
our approach, we conducted both simulation and
corpus-based experiments!. We designed the simu-
lation experiments to validate our probability distri-
bution estimation for random sequence annotation.
Additionally, by varying the length of text, entity
length, and quantity in the simulation experiments,
we demonstrated the effectiveness of chance cor-
rection, comparing it with Alpha coefficients. Ulti-
mately, we illustrated how our chance estimation
impacts the evaluation and ranking of model perfor-
mance in corpus experiment. Since the estimation
of chance agreement for the overlapping model is
considerably simpler than for the non-overlapping
model, all experiments in this paper are configured
with the non-overlapping constraint.

Specifically, for the estimation of the probability
distribution for random text annotation, we set to
label four segments with lengths of 1, 5, 10, and
15 on a sequence of length 100. Figure 1 shows
the probability distributions of the four segments at
all possible locations calculated with the analytical
formula in Proposition 2. The four distributions are
approximately distributed as the inverted trapezoids
with high ends and flat middle part, which confirms
the conclusions of Proposition 2 and 3.2

The problem of chance estimation and correction
is unique in that, to our knowledge, there is no real
benchmark data that can be used to evaluate the
performance. Therefore, most classic works in this
field use synthetic data to illustrate and evaluate
the effect of chance correction, such as Komagata
(2002) and Artstein and Poesio (2008). Intuitively,
we know that the chance agreement is related to the
size of the search space, the number of annotated
objects, and the lengths of the annotated objects.
We design the corresponding comparison experi-
ments by varying these three factors.

We design three sets of comparison experiments
by varying the length of text (simulation 1), the
number (simulation 2) and length (simulation 3) of
entities. In case A of simulation 1 shown in Table 2,
we use 1 or O to indicate that each token in the text
sequence is labeled or not. For the same sequence

'All experiments are implemented with MATLAB on a
2017 Mac Pro. The configuration of the Mac Pro is 2.9 GHz
Intel Core i7 processor and 16GB 2133 MHz LPDDR3 mem-
ory. The evaluation tool and datasets will be released as open-
source after the review period.

The calculation time of the whole process is about 0.01
seconds.
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Figure 1: The probability distributions for all possible locations of each random segment in a length=100 sequence
annotated with four segments. The lengths of the four segments are 1, 5, 10, 15, from left to right.

| Observed (case A) | Observed (case B)

Annotator] | 00011000111000111100 | 000110001110001111000000000000
Annotator2 | 00111000111100111110 | 001110001111001111100000000000

Table 2: Sequence Annotation Simulation 1.

Siml | ObsF1 | ChanceF1 | CorrF1 | ObsD | ExpD | Alpha | ObsuD | ExpuD | pAlpha
CaseA ‘ 0.8571 ‘ 0.5335 ‘ 0.6938 ‘ 0.0075 ‘ 0.0537 ‘ 0.8602 ‘ 0.15 ‘ 0.5313 ‘ 0.7177

CaseB | 0.8571 0.3544 0.7787 | 0.0033 | 0.0366 | 0.9090 0.10 0.4704 | 0.7874
Table 3: Chance Agreement Estimation for Sequence Annotation Simulation 1.
| Observed (case A) | Observed (case B)
Annotator] | 00011000111000111100 | 00000011111111100000
Annotator2 | 00111000111100111110 | 00001111111111110000

Table 4: Sequence Annotation Simulation 2.

Sim2 | ObsF1 | ChanceFl | CorrF1 | ObsD | ExpD | Alpha | ObsuD | ExpuD | pAlpha
CaseA ‘ 0.8571 ‘ 0.5335 ‘ 0.6938 ‘ 0.0075 ‘ 0.0537 ‘ 0.8602 ‘ 0.15 ‘ 0.5313 ‘ 0.7177

CaseB | 0.8571 0.6455 0.5970 | 0.0125 | 0.1047 | 0.8806 0.15 0.5885 | 0.7451
Table 5: Chance Agreement Estimation for Sequence Annotation Simulation 2.
| Observed (case A) | Observed (case B)
Annotator] | 00000000111000000000 | 00000011111111100000
Annotator2 | 00000000111100000000 | 00001111111111110000

Table 6: Sequence Annotation Simulation 3.

Sim3 | ObsF1 | ChanceFl | CortFl | ObsD | ExpD | Alpha | ObsuD | ExpuD | pAlpha
CaseA ‘ 0.8571 ‘ 0.1830 ‘ 0.8251 ‘ 0.0025 ‘ 0.0388 ‘ 0.9356 ‘ 0.05 ‘ 0.2996 ‘ 0.8331

CaseB | 0.8571 0.6455 0.5970 | 0.0125 | 0.1047 | 0.8806 0.15 0.5885 | 0.7451

Table 7: Chance Agreement Estimation for Sequence Annotation Simulation 3.
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Gold Standard
Annotatorl
Annotator2

11100111001110011100111001111111111111111
11100111001110011100111000000000000000000
00000000000000000000000001TTT1TITITTI11TI11111

Table 8: Sequence Annotation Simulation 4.

Sim4 | ObsF1 | ChanceFl | CorrF1 | ObsD | ExpD | Alpha | ObsuD | ExpuD | pAlpha
Annotator]l | 0.6522 0.5013 0.3026 | 0.1523 | 0.2154 | 0.2931 | 0.3902 | 0.5222 | 0.2527
Annotator2 | 0.6808 0.5437 0.3005 | 0.0268 | 0.2881 | 0.9071 | 0.3659 | 0.5365 | 0.3181
Table 9: Chance Agreement Estimation for Sequence Annotation Simulation 4.
Model ‘ F1-all [ F1-subset] [ F1-subset2 ‘ Time
| Obs [ Rank [ Cor [ Rank | Obs | Rank | Cor [ Rank | Obs [ Rank [ Cor | Rank |

A 0.923 3 0.901 3 0919 2 0.911 2 0.9369 3 0.9035 4 23

B 0.905 7 0.878 7 0.889 7 0.878 7 0.9305 6 0.8938 6 23

C 0.9072 6 0.881 6 0.892 6 0.881 6 0.9320 5 0.8963 5 23

D 0.902 8 0.874 8 0.885 8 0.874 8 0.9261 7 0.8878 7 23

E 0.785 1 | 0730 | 11 | 0731 11 ] 0707 | 11 | 08537 | 11 | 07838 | 11 19

F 0.846 9 0.805 9 0.815 9 0.798 9 0.8929 9 0.8391 9 18

G 0.925 2 0.904 2 0.917 3 0.908 3 0.9414 2 0.9103 2 24

H 0.921 4 0.898 4 0.913 4 0.904 4 0.9368 4 0.9036 3 24

! 0.932 1 0.913 1 0.922 1 0.914 1 0.9500 1 0.9232 1 23

J 0.9073 5 0.882 5 0.903 5 0.894 5 0.9240 8 0.8851 8 22

K 0.802 10 0.752 10 0.759 10 0.737 10 0.8537 10 0.7854 10 16

Table 10: Chance Agreement Estimation for CONLLO3 Dataset. Obs is short for observed F1 as reported in
corresponding real NER model (A-K), Cor is short for corrected F1. Time denotes the running time for chance

estimation in seconds.

with 20 tokens, annotator 1 labels 3 entities with
lengths of 2, 3, and 4. Annotator 2 labels 3 entities
with lengths of 3, 4, and 5. The annotations of
case B for two annotators are the same as in case
A, the only difference is that ten Os are added af-
ter the 20 tokens, that is, neither annotator 1 nor
annotator 2 have labeled the extra 10 tokens. As re-
ported in Table 3, because F1 score only focuses on
the annotated tokens, the observed agreement (F1
score) is the same in both cases. However, since the
labeled information in case B is relatively sparse,
the chance agreement in case B is smaller, and the
corresponding corrected F1 score is larger which
means the agreement is higher. In simulation 2,
the text length and the total number of annotated
tokens remain the same, but the number of anno-
tated entities changes from 3 in case A to 1 in case
B. In simulation 3, the text length and the number
of annotated entities remain the same, whereas the
number of annotated tokens in case B is tripled.
The results in Table 3, 5 and 7 show that the longer
the text, or the more entities, or the shorter the en-
tities, the smaller the chance agreement. This is
consistent with our intuition.

We also compared our results with two Alpha
coefficients, namely Alpha and pAlpha (see Krip-

pendorff et al., 2016 Equation 2 and Equation 5a
for specific formulas). At first glance, Alpha co-
efficients exhibit a similar trend in simulations 1
and 3, consistent with intuition, while the results
in simulation 2 contradict intuition. However, the
underlying reasons are different. Our results are de-
rived from chance agreement estimations that align
with intuition, whereas the results of Alpha coeffi-
cients are influenced by their measurement metrics.
For the critical estimation of expected disagree-
ment (ExpD and ExpuD), it should have an inverse
trend with expected agreement (chanceF1) because
the more the agreement, the less the disagreement.
However, the actual results are the opposite, primar-
ily because Alpha coefficients include agreement
for irrelevant segments, which does not align with
the needs of most information extraction tasks.

The main purpose of chance correction is to use
different baselines for different tasks. In addition,
chance correction may also change the ranking of
model performance for the same task, although
this is not common. As shown in the table 8, the
gold standard annotation labels six entities with
size of 3, 3, 3, 3, 3, 16. The annotatorl labels
five 3-token entities correctly but misses the 16-
token entity. The annotator2 labels the 16-token
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entities correctly but misses five 3-token entities.
Note that the observed F1 score of annotatorl is
lower than that of annotator2. But after the chance
correction, the results are opposite (see table 9).
Neither of the two Alpha coefficients demonstrated
this capability.

To evaluate our model on real data, we estimated
the chance agreement of 11 state-of-the-art NER
models (Liu et al., 2021) using the CoONLL0O3 NER
dataset (Sang and De Meulder, 2003). The results
are presented in Table 10. The CONLLO3 testing
dataset comprises 3,453 sentences, each annotated
with four types of entities: persons (PER), organiza-
tions (ORG), locations (LOC), and miscellaneous
names (MISC).

We employ a micro-average approach to handle
multiple sentences and entity types. This involves
separately calculating token-level observed agree-
ment and chance agreement for each sentence and
entity type. These token-level observed agreements
and chance agreements are then aggregated to com-
pute the overall chance agreement, observed F1
score, and corrected F score. It’s important to note
that validating chance agreement for real data with-
out ground truth is challenging. However, the F1
scores demonstrate a noticeable widening of the
range after chance correction.

Furthermore, we partition the entire 3,453 sen-
tences of the CoNLLO3 data into two roughly equiv-
alent subsets based on the chance agreement level
for each sentence. Subsetl consists of sentences
with a chance agreement level greater than 0.825
(equivalent to difficulty level less than or equal to
0.175), while subset2 includes sentences with a
chance agreement level less than or equal to 0.825
(equivalent to difficulty level greater than or equal
to 0.175). The results indicate significant changes
in the performance ranking of the 11 NER models
across different datasets. Additionally, the perfor-
mance ranking of all 11 models on subset2 also
exhibits slight variations before and after chance
correction.

5 Conclusion and Discussion

In this paper, we propose a novel sequence random
annotation model that takes into account the dif-
ferent annotation styles of annotators and the char-
acteristics of sequence annotations. For complex
cases where labeled objects are required to be dis-
joint, we investigate the corresponding distribution
characteristic and remove redundant calculations.

We also derive an analytical formula to calculate
the exact distribution. Our focus in this work is how
to establish a general framework and corresponding
fast algorithm for calculating similarity by chance
in complex text annotations. The framework and
method proposed in this paper are applicable to
all additive similarity measures. Moreover, our ap-
proach can extend to nested spans by iteratively
applying the same method layer by layer, ensuring
compliance with the nested structure.

6 Limitations

Since chance estimation for sequence annotation
is an open problem, there is very limited similar
work to provide as a baseline for direct comparison.
In addition, chance estimation lacks benchmark
data with ground truth, although we have applied
it to real data in order to demonstrate its utility.
The current analysis of its effectiveness is mainly
based on simulated data and whether it is consistent
with human intuition. We expect that this work
will stimulate more related work and benchmark
data creation. The chance estimation in this paper
focuses on the comparison between two annotators,
and we plan to extend it to team-wise agreement
for more than two annotators or systems.

7 Ethics Statement

The use of data on this project strictly adhered to
ethical standards required by the National Institute
of Health (NIH).

In addition to upholding ethical principles in con-
ducting this work, we believe this work contributes
to professional standards for rigor in the field. In
particular, we expect that this paper will facilitate
fair comparison of various annotation tasks or sys-
tems and reduce random chance agreement caused
by different annotation styles and metrics. Chance
agreement can also be used as a quantitative aid
to measure the difficulty of annotation task. This
provides a new perspective for evaluating different
annotation tasks.
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9 Appendix

the additive simi-
the expected chance
E(Sim(V1,V2)) =

Propositionl For
larity  measure,
agreement is

F(Ep11(V11,924)),..., E(dr1 k2(¥1g1, ¥2i2))).

Proof.
Since the function f is additive, the or-

der of the function f and expectation can
be interchanged. We have E(Sim(¥1,V2)) =

E(f(o1,1(¥11,921), ..., ¢p1p2(Vk1, ¥242))) =

F(E(P1,1(V11,921)), ..., E(ér1 k2(P1k1, U2k2))).

Originally, to estimate
of similarity by chance, we need to sum
up the similarity in a high-dimensional
space of all possible random annotations,
ie, E(Sim(V1,92)) = Z\Ifh"'z\lflm
2wz 2w, S x p(Wh =
Yly,..., U2 = 2i9). Now we can sim-
plify it to multiple low-dimensional summations,
such as E(¢; ;(¥1;,¥2;)), under the condition of
additive measure.

the expectation

Note that in the non-overlapping random annota-
tion model, the position of each random annotation
segment is dependent on all the other random an-
notation segments within the same document from
the same annotator. Since we assume all possible
random annotations are equally likely, the prob-
lem of estimating the location distribution for each
segment is equivalent to count the number of all
possible configurations when we fix the location of
the corresponding segment.

Proposition2 For the non-overlapping random
annotation model, the number of all random anno-
tations with the ¢-th segment fixed as:

OST =) =n(l-1,00r(n -l —a+k,k—1)+
2:71'(1711731,I)Tr(nflfquai1 +k—1,k—2)+

i

SN al—ai, —ai, +1L,2)w(n— 11— a+ai, +ai, +k—2,k—3)
i1F#iia Al

+...+71l-a+a+k—2,k—1)r(n—1—a;+1,0),

2)

where w(n,r) = n!/(n — r)! is the number of
permutations of n things taken r at a time, k is the
number of segments, a; denotes the length of the
i-th segment and a = ), a; is the total length of
annotations. Then the corresponding probability
is p(ST; = 1) = II(ST; = 1)/m(n — a + k,k),
for1 <[ < n — a; + 1. Here we treat each
text segment as a different annotation, regardless
of whether they have the same length. If we do
not need to distinguish among entities of the same

length, this formula can also be applied after a
simple modification.

Proof sketch. We can divide all possible random
annotations with ST; = [ into k disjoint sets with
m annotation segments located on the left of the
specified i-th segment ¢; and the remaining k —
m—1 segments on the right side. The cardinality of
each set with selected left m annotation segments
(which then determines the segments on the right )
is the number of all possible annotations on the left
[ — 1 times the number for n — [ — a; of tokens on
the right side.

If we fix the order of m selected random annota-
tion segments ;,, ..., ¥, , the random annotation
of the left [ — 1 tokens is equivalent to distribute
I—1-— Z;n:l a;; objects into m + 1 spaces, be-
fore the first annotation segment, between adjacent
segments, and after the last one. This is a well stud-
ied problem (integer weak composition into a fixed
numbegnofparts) with (1 - 1-370 ) ay; +m) !/.(l —
1 — 37" a;;)!/m! possible configurations. Since
we treat all annotation segments as different ones,
there are m! permutations for the left m segments
and (k —m — 1)! for the right £ — m — 1 ones, and
the cardinality of each setis w(1—>""; a;; +m —
Lm)xm(n—l—a+> 1, a;+k—m,k—m~—1).
Based on the above derivation, the number of all
possible configurations when we fix the location of
a segment can be expressed by Equation 2.

However, it is computationally expensive to cal-
culate Equation 2 for all possible random locations
of each text segment when the sequence is very
long. To solve this issue, we find that II(ST; = [)
is the same for most locations when the text is of
length n > a. Please note that the effectiveness
of Proposition3 is not related to the length of the
sentence. It’s just that the longer the sentence, the
more computation Proposition 3 can reduce. For
short sentences, the computational cost itself is not
significant.

Proposition3. ST; is uniformly distributed for a —
a;—k+2<st; <n—a+k,ie,(st; =11) =
H(Sti = lg)Va—ai—k—FQ < ll,lg < n—a+k

It is clear that proposition 3 and proposition 3*
are equivalent.
Proposition3*. T1(st; = 1) = H(st; =1+1)Va—
ai—k+2<i<n—a+k-1.

Proof sketch. Use mathematical induction
Initial step: when & = 1, II(sty = ) = 1 and
p(st1 =1)=1/(n—a1+1),forl <! <n—ay+1.
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So the proposition 3* is true at k = 1.

Inductive step: assume the proposition 3* holds for
k = r. When k = r + 1, we partition all possible
configurations with st; = [ into r + 1 disjoint
scenarios: the r scenarios with st; = [ + a; for all
j # i and the rest, i.e., the scenarios with a different
annotation segment next to v; from right side or
none annotation segment next to v; from right side.
So H(Sti = l) = Zﬁéi H(Sti = Z&Stj = l+ai)+
H(Sti =1& Stj 75 l + (IZ',Vj 75 Z)

We also partition all possible configurations with
st; = [ + 1 into r + 1 disjoint scenarios: the r
scenarios with st; = [ + 1 — a; for all j # ¢
and the rest, i.e., the scenarios with a different
annotation segment next to v; from left side or
none annotation segment next to ¢; from left side.
Similarly, I(st; = 1 +1) = >, H(st; = | +
1&Stj :l—|—1—aj)—|—1_[(sti :l+1&8tj 7&
l4+1—aj,Vj#1i).

Since there is a bijection between the scenario
of st; = [ & stj # | + a;,Vj # i and the one
ofsti =1l+1& St]’ 75 l—|—1—aj,Vj #lby
identity mapping except the annotation segment 1);
and the un-annotated token next to it with indices
from [ to | + a;, H(st; = 1 & st; # 1+ a;,Vj #
Z) = H(Sti =1+ 1&Stj 75 I+1-— CLj,Vj 75 Z)
For the pair of scenarios st; = [ & st; = 1 + a;
and st; =l +1& st; =1+ 1 — ay, they can be
convert to scenarios sty = [ & a; = a; + a; and
sty = 14+1—a;&a; = a; +a; by merging ¢; and
1j. Based on the assumption that the proposition 3*
holds at k = r, their cardinalities should be equal
since there is only r segments after the combination
anda— (a;+aj) —(k—1)+2<li+1—a; <
n — a + (k — 1). Therefore, II(st; = [ & st; =
l—i—ai):H(Sti:l—i-l&Stj :l—l—l—aj)and
the proposition 3* holds for kK = r + 1.

It is a tight bound since we have to satisfy the
condition of 0 < [ — Z;”Zl ai; +m —1land 0 <
n—l—a—&-zgnzl ai;+k—mforall0 <m < k-1
and i; # 4. Thisis the same as a —a; — k +2 <
[<n—a+k.

Proposition4. The expected similarity
E(Sim(¥1,¥2)) — 0 whenn > al + a2, where
al and a2 are the total lengths of all annotated
segments for annotator 1 and annotator 2.

Proof sketch. According to the proof process
of Proposition 2, we know the number of all pos-
sible random annotations of k£ segments with total
length a for a text with n tokens is m(n — a + k, k).
Thus, the total number of comparisons between

I 1+1
[ ——— p— 1
e o o o110 O OO O] -
e o e o o o e =l
D E——— 1

-l
Figure 2: Convert the case of k = r 4 1 to the case of
k = r by merging two adjacent text segments /; and
1;, the blue box represents the segment ¢; , and the red
box represents the adjacent segment ;.

random annotations from annotator 1 and annota-
tor2is w(n —al + k1, k1) x w(n — a2 + k2, k2)
under the independent annotation assumption. It is
straight forward that the segment-wise agreement
Giyis (W15, ,12;,) is zero if there is no overlap be-
tween the 7 -th text segment annotated by annotator
1 and the i2-th text segment annotated by annotator
2. The agreement between two annotators is zero if
there is no overlap among all £1+ k2 annotated text
segments. The situation is equivalent to combining
the annotation results of the two annotators and re-
quiring no overlap among all k1 + k2 text segments
in the same text. The total number of such possible
annotations is 7(n — al — a2+ k1 + k2, k1 4 k2).
Therefore, the probability of zero chance agree-
ment p(Sim(V1,¥2)) =0) =n(n —al — a2+
E1+k2,k1+k2)/m(n—al+k1,k1)/m(n—a2+
k2,k2) = (n—al—a2+k14+k2)x...(n—al—
a2+1)/(n—al+kl)x...(n—al+1)x (n—
a2 + k2) x ...(n — a2+ 1)) — 1 because both
numerator and denominator are to the (k1 + k2)-th
power of nand n > al+a2 > k1+ k2. Thus, we
have E(Sim(V¥1,¥2)) — 0 when n > al + a2.

Proposition5. For the overlapping random an-
notation model, p(ST; =1) = 1/(n — a; + 1), for
1<1<n-—a;+1.

Proof sketch. This conclusion is straight forward

because a random text segment annotation with
length a; can be placed at any feasible locations
with equal probability without the non-overlapping
constraint.
Computational complexity for random text an-
notation. The computational cost of calculating
the probability distribution of the location of k
random annotated text segments is bounded by
(k—1) x a—k?+2k) x 28 x (k — 1) multi-
plications and ((k — 1) x a — k% 4 2k) x (2 — 1)
additions.

In order to calculate the probability distributions
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for random text annotation, according to the propo-
sition 2 and the proposition 3, we could calculate
the probability of a — a; — k + 2 possible positions
for each random annotated text segment with for-
mula 1. And the analytical formula is a summation
of 2F terms, and each term is equivalent to k — 1
multiplications, so the computational complexity is
bounded by S (a—a;—k+2) x2F x (k—1) =
((k—1) x a— k% +2k) x 2¥ x (k — 1) multipli-
cations and Zle(a —a; —k+2)x(2F-1) =
((k—1) x a—k?+42k) x (2¥ — 1) additions. Since
the formula 1 is a subset convolution, It may be
possible to speed up this calculation with the fast
subset convolution algorithm.

According to the above computational complex-
ity analysis, we know that the probability distri-
bution of the location of each random annotated
segment can be calculated efficiently using the for-
mula 1 when the number of text segments k is
small. But with the increase of k, the computa-
tional cost will increase rapidly. Fortunately, when
the text sequence is long enough and the annotated
information is sparse, we can use the uniform dis-
tribution to approximate the distribution.

Uniform approximation. The probability distri-
bution of the location of a random annotated text
segment can be approximated by uniform distri-
bution with p(st; = 1) = 1/(n — a; + 1), for
1<i<n—a;+1lif(n—a+k)/(n—a;+1) > a,
where « is a preset threshold which is close to 1
and less than 1, for example o« = 0.99 .

We observe that the probability distribution of
the location of a random annotated text segment is
approximately inverted trapezoid distributed with
highest probabilities at both ends. And the majority
of the whole distribution is flat when n >> a. It
is straight forward to calculate the p(st; = 1) =
Tn—a+k—1,k=1)/r(n—a+kk)=1/(n—
a + k). So the distribution could be approximate
with uniform distribution if the highest probability
1/(n — a + k) is close to the uniform probability
1/(n—a;+1),ie,(n—a+k)/(n—a;+1)is
closeto 1if n >> a.

CoNLL03 NER dataset and system outputs.
To evaluate our model in real data, we estimate
the chance agreement of 11 state-of-the-art NER
models on CoNLLO03 NER dataset, the results are
shown in Table 10. CoNLL-2003 is a named en-
tity recognition dataset that is released as a part of
CoNLL-2003 shared task: language-independent
named entity recognition. This corpus consists of

Reuters news stories between August 1996 and
August 1997. There are four types of annotated
entities: persons (PER), organizations (ORG), lo-
cations (LOC) and miscellaneous names (MISC).
We downloaded 15 system outputs for the English
test set from the Explained Board website after
approval. Since 4 system outputs use different sen-
tence segmentation, we limit our comparison to
11 system outputs that use the same sentence seg-
mentation. The test set consists of 231 articles that
include 3453 sentences.
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