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Abstract

Spatial reasoning is a crucial component of
both biological and artificial intelligence. In
this work, we present a comprehensive study of
the capability of current state-of-the-art large
language models (LLMs) on spatial reasoning.
To support our study, we created and contribute
a novel Spatial Reasoning Characterization
(SpaRC) framework and Spatial Reasoning
Paths (SpaRP)1 datasets, to enable an in-depth
understanding of the spatial relations and com-
positions as well as the usefulness of spatial
reasoning chains. We found that all the state-
of-the-art LLMs do not perform well on the
datasets—their performances are consistently
low across different setups. The spatial rea-
soning capability improves substantially as
model sizes scale up. Finetuning both large lan-
guage models (e.g., Llama-2-70B) and smaller
ones (e.g., Llama-2-13B) can significantly im-
prove their F1-scores by 7–32 absolute points.
We also found that the top proprietary LLMs
still significantly outperform their open-source
counterparts in topological spatial understand-
ing and reasoning.

1 Introduction

Spatial understanding and reasoning are a crucial
component of both biological and artificial intelli-
gence, essential for daily interactions and common
tasks such as dialogues and conversations (Kruijff
et al., 2007; Udagawa and Aizawa, 2019), navi-
gation (Anderson et al., 2018; Chen et al., 2019;
Zhang and Kordjamshidi, 2022), and robotics (Bisk
et al., 2016; Venkatesh et al., 2021), among oth-
ers. They require common reasoning steps such
as identifying objects, determining other objects
being involved, and aggregating multiple spatial

1 Code: https://github.com/UKPLab/acl2024-sparc-and-
sparp

Dataset: https://huggingface.co/datasets/UKPLab/sparp
TU-Datalib Dataset: https://tudatalib.ulb.tu-
darmstadt.de/handle/tudatalib/4235

relations to reach a conclusion. The advancement
of the field has significantly benefited from many
well-known tasks and datasets, including bAbI (We-
ston et al., 2016), SPARTQA (Mirzaee et al., 2021),
SPARTUN and RESQ (Mirzaee and Kordjamshidi,
2022), and StepGame (Shi et al., 2022), among
others.

Recently, Large Language Models (LLMs) have
been shown to be capable of performing ab-
stract, commonsense-based, and multi-hop reason-
ing (Wei et al., 2022b; Kojima et al., 2022; Wang
et al., 2023). If such models are to be used as in-
telligent agents to answer questions, perform tasks,
and collaborate with humans, whether they can un-
derstand the basic spatial relationships and perform
corresponding reasoning would become critical to
many real-life applications.

In this work, we present an extensive study on
the state-of-the-art LLMs’ capability in spatial rea-
soning. The key components of spatial abilities
include: (i) understanding spatial relations and
composition, and (ii) developing reasoning chains
to reach conclusions. Prior work (Mirzaee et al.,
2021; Mirzaee and Kordjamshidi, 2022; Shi et al.,
2022) has focused on the relations and spatial com-
position tied to a limited context setup, as will be
detailed later in this paper. In our work, we propose
a bottom-up approach that builds upon detailed spa-
tial properties, providing fine control for construct-
ing spatial rules and context setups. We formal-
ize and propose Spatial Reasoning Characterization
(SpaRC), a systematic framework in defining spa-
tial properties of objects, relations, and contexts, as
well as how they characterize spatial composition,
which is inspired by the widely used benchmarks
SPARTUN (Mirzaee and Kordjamshidi, 2022) and
StepGame (Shi et al., 2022).

Reasoning paths are an integral part of the rea-
soning process and critical for analyzing and en-
hancing reasoning models. To the best of our
knowledge, unlike other reasoning tasks such as
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mathematical reasoning, there exists no dataset
with textual spatial reasoning paths. In this paper
we develop deductively verified spatial reasoning
paths by using spatial reasoners to generate step-
by-step reasoning on SPARTUN and StepGame,
which is then verbalized to form textual chain-of-
thoughts. We show that finetuning different sizes
of LLMs (13B and 70B) on the reasoning paths
significantly improves their spatial reasoning per-
formance, which also highlights the poor perfor-
mance of the generalist pretrained LLMs (without
finetuning) on spatial reasoning. In summary, our
contributions are as follows:

• We present a comprehensive study on the spa-
tial reasoning capabilities of the state-of-the-
art LLMs, under extensive setups: comprehen-
sive spatial characterizations, different parame-
ter scales, pretrained vs. finetuned models, and
different decoding strategies. We show that the
current LLMs do not perform well on the spatial
reasoning tasks. We observe that spatial reason-
ing capability improves substantially as model
sizes scale up. Top proprietary LLMs still signifi-
cantly outperform their open-source counterparts
in topological spatial reasoning.

• To support an in-depth study, we present
the Spatial Reasoning Characterization (SpaRC)
framework, a systematic bottom-up approach
that shifts the focus towards spatial properties,
providing a fine and flexible control on the spa-
tial composition rules and context setups. We
characterize and extend the widely used bench-
mark datasets SPARTUN and StepGame under
the SpaRC framework.

• We develop Spatial Reasoning Paths (SpaRP) by
generating reasoning steps using symbolic spa-
tial reasoners and verbalizing them in a deductive
step-by-step process. We demonstrate that fine-
tuning large language models on our reasoning
paths can consistently improve their spatial rea-
soning abilities.

2 Related Work

Text-based Spatial Reasoning. Textual spatial
reasoning datasets present the task as question-
answering (SRQA) over a textual spatial context.
Weston et al. (2016) introduced bAbI containing
two datasets focused on positional (Task 17) and
navigational (Task 19) reasoning. Their simplistic
nature and small size prompted subsequent works
to create new and challenging datasets. Mirzaee

et al. (2021) designed reasoning rules, and created
human-generated and synthetic context-question-
answer tuples from spatial description of visual
scenes (SPARTQA) to train and evaluate spatial
reasoning of neural language models. Mirzaee
and Kordjamshidi (2022) further extended the spa-
tial rules to cover 16 spatial relations over mul-
tiple formalisms in 3D in their synthetic SPAR-
TUN dataset, and commonsense spatial reasoning
in the human-generated RESQ dataset. StepGame
(Shi et al., 2022) was introduced to assess robust
positional multi-hop spatial reasoning in 2D. Our
SpaRC framework builds on top of SPARTUN and
StepGame as they provide a broad coverage over
the number of hops and relations for abstract spatial
reasoning.

Reasoning Abilities of Large Language Models.
Certain reasoning capabilities have been shown to
be emergent abilities of LLMs (Wei et al., 2022a),
which are further elicited by various chain-of-
thought prompting techniques (Wei et al., 2022b;
Kojima et al., 2022; Yao et al., 2023; Hao et al.,
2023). On logic-based tasks, including spatial rea-
soning, they however lag behind significantly when
compared to neuro-symbolic methods (Mirzaee and
Kordjamshidi, 2023; Yang et al., 2023).

To understand spatial reasoning abilities, Bang
et al. (2023) provided a preliminary probing anal-
ysis on ChatGPT using a very small dataset (60
examples from each of StepGame and SPARTQA).
Yang et al. (2023) evaluated the performance of
GPT-3 on StepGame; Mirzaee and Kordjamshidi
(2023) reported the performance of GPT-3 on
SPARTQA, SPARTUN, and RESQ datasets. How-
ever, these works are limited in terms of evalua-
tion metric, qualitative analysis, past generation of
LLMs, pretrained LLMs, or generation strategies.
To the best of our knowledge, our work is the first
attempt at a comprehensive evaluation of spatial
reasoning of LLMs under these settings.

3 The Spatial Reasoning Characterization
(SpaRC) Framework

The steps to identify and compose spatial relations
between entities distinguish spatial reasoning from
other reasoning tasks. Prior work e.g. SPARTUN
(Mirzaee and Kordjamshidi, 2022) and StepGame
(Shi et al., 2022), have focused directly on the spa-
tial composition rules coupled with the contexts,
which can lead to different conclusions even for
the same set of relations. For example, for the
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same context “A is left of B and B is above C”,
applying the spatial composition of StepGame con-
cludes that A is to the left and above C, while no
directional relation between A and C can be con-
cluded at all by applying the spatial rules of SPAR-
TUN. The conclusions are completely different but
equally valid. This difference can be reconciled by
examining the underlying spatial properties of the
objects and relations, specifically the treatment of
objects as points vs extended, and completeness
of the knowledge of relations in the context. We,
therefore, advocate for an extendable bottom-up
approach starting from a more granular level and
introduce the Spatial Reasoning Characterization
(SpaRC) framework. SpaRC prioritizes spatial prop-
erties over spatial composition rules. Consequently,
it offers finer control in creating contexts and facil-
itates a deeper and systematic examination of the
spatial reasoning capabilities.

To keep our work closer and comparable to
the widely used existing benchmarks, SPAR-
TUN (Mirzaee and Kordjamshidi, 2022) and
StepGame (Shi et al., 2022), we identify six prop-
erties that cover and characterize these datasets by
two distinct and mutually exclusive sets of three
properties each. With SpaRC, we further explore
two properties sets (PS) with properties in common
to these existing benchmarks.

F Sub-Type Relations (R) Textual Label (L)

Topological TR (RCC8)

DC outside
EC outside and touching
PO partially overlapping
EQ overlapping
TPP inside and touching
NTPP inside
TPPI contains and touches
NTPPI contains

Directional

DR (Relative)

LEFT left
RIGHT right
ABOVE above
BELOW below
FRONT front
BEHIND behind

DC (Cardinal)
NORTH above
SOUTH below
EAST right
WEST left

DT (Clock)
12 o’clock above
3 o’clock right
6 o’clock below
9 o’clock left

Distance SQ(Qualitative) NEAR near
FAR far

SU (Quantitative) – –

Table 1: Formalisms (F) and their sub-types, relations
(R) in the datasets and their labels (L). Labels are
presented in natural language to work with language
models. Composite relations e.g. lower-left are consid-
ered in a multi-label setting in the present work.

3.1 Principle and Design of SpaRC

We focus on a set of binary spatial relations R (Ta-
ble 1) by following the previous work (Mirzaee and
Kordjamshidi, 2022; Shi et al., 2022). The relations
cover three formalism (F)—topological T , direc-
tional D, and distance S, divided into sub-types—
region connection calculus (RCC8) TR, relative
directions DR, cardinal directions DC , clock-face
directions DT , qualitative distance SQ, and quanti-
tative distance SU .

For the relations set R and a given set of entities
E , we denote a context C = {(h, r, t)i}Ni=1 as a set
of (h, r, t) tuples, where h ∈ E is a head entity,
t ∈ E is the tail entity, and r ∈ R is the binary
relation. Without loss of generality, objects are
considered to be in a 2D space with (xs, ys) and
(xe, ye) as the start and end positions. We now
identify and describe six spatial properties of the
objects, contexts, and relations that are crucial in
determining their spatial composition rules. Refer
to Appendix A for a more detailed discussion.

Fixed Orientation or Point of View (FPoV).
The directional relations are considered to be axis-
aligned from a fixed orientation or point of view,
i.e., fixed axes in a 2D or 3D space. A fixed map-
ping across the relative, cardinal, and clock-face
directions is usually chosen. Consistent with the
prior work, we map and canonicalize cardinal DC

and clock-face DT relations to four relative direc-
tions DR (Table 1), only for their label representa-
tions L. We denote the 2D subset of directions as
2DD = D \ {FRONT, BEHIND}.

Point Objects (PO). A point object satisfies
xs = xe ∧ ys = ye. As they are dimension-
less, point objects have a reduced set of relations
with reference to other point objects. Real objects
can be treated as point objects in practical contexts
when their sizes are negligible.

Extended Objects (EO). An object is said to be
an extended object if xs ̸= xe ∨ ys ̸= ye. In SpaRC,
we extend StepGame by considering extended ob-
jects in addition to point objects. We further study
additional composition rules for extended objects
than those presented in SPARTUN, as will be de-
tailed later in Section 3.2.

Relation Incomplete (RI). We introduce the
term relation incomplete (RI) for a context C be-
tween a head h and a tail t entity if not all the rela-
tions r ∈ R between these entities are considered
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Relation Point Objects (PO) Extended Objects (EO)
Incomplete (RI):
RIGHT(A,B) xA > xB xAs ≥ xBe
BELOW(A,B) yA < yB yAe ≤ yBs

Complete (RC):

RIGHT(A,B) xA > xB ∧ xAs ≥ xBe ∧
yA = yB yBs ≤ yAe ∧ yBe ≥ yAs

BELOW(A,B) yA < yB ∧ yAe ≤ yBs ∧
xA = xB xAs ≤ xBe ∧ xAe ≥ xBs

RIGHT(A,B) ∧ xA > xB ∧ xAs ≥ xBe ∧
BELOW(A,B) yA < yB yAe ≤ yBs

Table 2: Mathematical descriptions of Relation Incom-
plete (RI) and Relation Complete (RC) contexts for the
relations RIGHT, BELOW, and their combination in terms
of entity positions (x, y) for Point Objects (PO) or entity
boundaries (xs, xe, ys, ye) for Extended Objects (EO).

A

B

A

B

Extended Objects (EO)Point Objects (PO)

Relation Complete
(RC) context

Relation Incomplete
(RI) context

Context: A is to the RIGHT of B

A
AB

B

Relation Complete
(RC) context

Relation Incomplete
(RI) context

Figure 1: Visualization of Relation Complete (RC) and
Relation Incomplete (RI) contexts for the RIGHT relation
for Point Objects (PO) and Extended Objects (EO).

to be known and expressed in the context. Thus,
the knowledge for the expressed relations should be
treated as incomplete or partial for spatial composi-
tion. For example, “Ron is to the right of Hermione”
as an RI context means that the direction orthogo-
nal to the RIGHT could be ABOVE or BELOW as well.
The state of positions or boundaries of objects on
the orthogonal axes cannot be assumed. Table 2
and Figure 1 exemplify and visualize this for a few
scenarios.

Relation Complete (RC). We introduce the term
relation complete (RC) for a context C between
h and t if all the relations r ∈ R between these
entities are considered to be known and expressed
in the context, and treated as such for spatial com-
positions. For the previous example “Ron is to
the right of Hermione” to be considered as RC,
the context should mean that Ron is only to the
RIGHT of Hermione, and not to her lower-right or
upper-right side. The positions or boundaries of
objects on the orthogonal direction axes should co-
incide or overlap. Table 2 and Figure 1 exemplify
and visualize this for a few scenarios. In SpaRC,
we further consider this property in conjunction
with other properties, such as extended objects, to

design composition rules that are not present in
StepGame, as discussed later in Section 3.2.

We note that the presence of atomic relations,
e.g., LEFT or composite relations, e.g., upper-left,
i.e., {ABOVE, LEFT} in a context sentence does not
necessarily imply the context to be Relation Incom-
plete or Relation Complete respectively. Compos-
ite relations such as upper-left can still be incom-
plete in 3D space or when considered along with
topological relations in 2D space.

Quantitatively Specified (QS). A relation which
is stated in terms of a unit of measurement is said
to be quantitatively specified in the given context.
Quantitatively specified relations that are inverse
of each other, e.g. {LEFT, RIGHT}, can readily be
composed. Consistent with StepGame, our cur-
rent work considers only directional relations to be
quantitatively specified in terms of distance.

Quantitatively Unspecified (QU). A relation
which can be stated in terms of a unit of measure-
ment but is not stated as such in a given context is
said to be quantitatively unspecified. Quantitatively
unspecified relations that are inverse of each other,
e.g. {LEFT, RIGHT}, cannot be composed unless
they are quantified. In SpaRC, we design and study
the reasoning abilities for this property in conjunc-
tion with other properties, such as point objects,
that are not present in SPARTUN and StepGame,
as discussed later in Section 3.2.

We restrict our study to the above 6 proper-
ties to keep it closer and comparable to the ex-
isting benchmarks, SPARTUN and StepGame.
These properties form 3 mutually exclusive pairs—
{EO,PO}, {RI,RC}, {QS,QU}, leading to 8 possible
sets. SpaRC can be extended with additional proper-
ties, however, we note that the number of possible
characterizations increases exponentially with the
number of properties.

3.2 Creation of the SpaRC Dataset

We identify the property set PS for the existing
benchmarks, as formalized in the previous sec-
tion, based on the generation process of the con-
text and the spatial composition rules. More con-
cretely, we identify that SPARTUN is character-
ized by the property set PS1 = {EO,RI,QU}, while
StepGame is characterized by the property set PS2
= {PO,RC,QS}. These property sets are mutually
exclusive with PS2 supporting stronger composi-
tion rules than PS1 for a given context, e.g. “A is
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Not ∀(X,Y ) ∈ Entities R ∈ {Dir ∨ PP} IF R(X,Y ) =⇒ NOT(Rreverse(X,Y ))
Inverse ∀(X,Y ) ∈ Entities R ∈ {Dir ∨ PP} IF R(Y,X) =⇒ Rreverse(X,Y )
Symmetry ∀(X,Y ) ∈ Entities R ∈ {Dis ∨ (RCC − PP )} IF R(Y,X) =⇒ R(X,Y )
Transitivity ∀(X,Y, Z) ∈ Entities R ∈ {Dir ∨ PP} IF R(X,Z), R(Z, Y ) =⇒ R(X,Y )
Combination ∀(X,Y, Z,H) ∈ Entities R ∈ Dir, ∗PP ∈ PP IF ∗PP (X,Z), R(Z,H), ∗PPi(H,Y ) =⇒ R(X,Y )

Table 3: Spatial Rules reproduced from SPARTUN (Mirzaee and Kordjamshidi, 2022). Dir: Directional relations
(e.g., LEFT), Dis: Distance relations (e.g., FAR), PP : all Proper parts relations (NTPP, NTPPI, TPPI, TPP),
RCC − PP : All RCC8 relation except proper parts relations. ∗PP : one of TPP or NTPP. ∗PPi: one of NTPPi or
TPPi.

Dataset F Properties Textual Split # Context # Ques.
Reason.

SPARTUN

TR,D,SQ EO,RI,QU

✗
Train 6039 18400
Dev 915 2818
Test 925 2830

SpaRP-PS1 ✓
Train 5806 16348
Dev 877 2392
Test 872 2301

StepGame
2DD, SU PO,RC,QS

✗
Train 50000 50000
Dev 5000 5000
Test 100000 100000

SpaRP-PS2 ✓
Train 49243 49243
Dev 4927 4927
Test 98614 98614

SpaRP-PS3
2DD

PO,RC,QU ✓
Train 44666 44666
Dev 4494 4494
Test 78092 78092

SpaRP-PS4 EO,RC,QU ✓
Train 41436 41436
Dev 4171 4171
Test 69474 69474

Table 4: Comparison between the extended (SpaRP)
dataset and the source datasets. Descriptions of the
properties are provided in Section 3.1. Relations con-
tained in the formalisms are presented in Table 1. All
the questions are of Find Relations (FR) types.

left of B and B is above C” as discussed earlier.
Refer to Appendix B for more details.

In the SpaRC framework, we construct two ad-
ditional datasets by relaxing the properties of
StepGame from PO to EO, and QS to QU. We
chose to extend StepGame as it is simple with
fewer relations (only directional which is common
across datasets and benchmarks) and challenging
(more number of hops). Concretely, we create the
datasets SpaRC-PS3 with the property set PS3 =
{PO,RC,QU}, and SpaRC-PS4 with the property set
PS4 = {EO,RC,QU}. Their composition rules, elab-
orated upon in Section 4, are formalized by the
Algorithm 1 and Algorithm 2 respectively.

We confine our study to these four property sets
because they encompass the two existing bench-
marks, while still allowing to study the impact
of additional characterizations shared with these
benchmarks. We leave the extensions to further
spatial characterizations and property sets as future
work.

Context: A is at B's 3 o'clock. D is to the top of E
vertically. F is above and left of C. D and C are side by
side with D to the left and C to the right. C is north of B.
C is south west of G.

Question: What is the relation of agent A to agent E?
A

G
F

C

BE

D

Context & traversal
visualizationStep 1: From the context, A is right of B.

Step 2: From the context, C is above B.
Step 3: From step 2, we can infer that B is below C.
Step 4: From step 1 and 3, we can infer that A is below
and right of C.
Step 5: From the context, C is right of D.
Step 6: From step 4 and 5, we can infer that A is below
and 2 unit right of D.
Step 7: From the context, D is above E.
Step 8: From step 6 and 7, it can be inferred that A is 2
unit right of E. Spatial Reasoner

Figure 2: Our step-by-step deductive Spatial Reasoning
Paths (SpaRP) generation. A context graph and node
traversal from the head to the tail entity in a question is
identified and verbalized. Blue indicates context rela-
tions rc, red indicates inverse context relations ric, and
green indicates deduced relations rd between entities
while traversing the reasoning path A–B–C–D–E.

4 The Spatial Reasoning Paths (SpaRP)

Reasoning paths are an integral part of reasoning
models and critical for analyzing and enhancing
such models. To the best of our knowledge, unlike
other reasoning tasks such as mathematical rea-
soning, there exists no dataset with spatial reason-
ing paths. In this section, we develop deductively
verified spatial reasoning paths by verbalizing the
symbolic steps.

Existing spatial reasoning datasets can be con-
sidered as a collection of context-question-answer
(C, Q, A) tuples. Formally, we denote a context
C = {(h, r, t)i}Ni=1 defined over a set of entities
E and binary relations R as a set of (h, r, t) tu-
ples, where h ∈ E is the head entity, t ∈ E is the
tail entity and r ∈ R is the binary relation. For a
given (C,Q,A) tuple, seeking relation between the
head hq and tail tq entities, we define a symbolic
reasoning path P = (li)

L
i=1 as a sequence of L

reasoning links li = (hi, r
∪
i , ti) such that h1 = hq,

tL = tq, and hi = ti−1 for 1 < i ≤ L. We de-
fine r∪ = rc ∪ ric ∪ rd, where rc denotes the set
of relations present in the context, ric denotes the
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inverse relations present in the context i.e. relations
from t to h, and rd denotes the set of deduced rela-
tions. Following the format of deductively verified
chain-of-thought (Ling et al., 2023), we verbalize
the reasoning path P as a series of step-by-step
reasoning sentences, where each step receives their
necessary context and premises (Figure 2). The
overall process is as given below:

Algorithm 1 Relative Direction composition for
set of properties PS2 and PS3 in 2D.
Input: Pairs to compose {pair1, pair2}.

quantitative ∈ {true, false}.
Output: merged pair.
1: /* initialized pair starts with dx = dy = 0 */
2: merged← InitializePair
3: merged.head← pair1.head
4: merged.tail← pair2.tail
5: for pair ∈ {pair1, pair2} do
6: for delta ∈ {dx, dy} do
7: delta← merged.delta+ pair.delta
8: /* Handle direction reversal and quantitatively

unspecified */
9: if (merged.delta× pair.delta < 0) and not

quantitative then
10: /* Set as NaN to invalidate compositions

from now on in this direction */
11: merged.delta← NaN
12: else
13: merged.delta← delta
14: end if
15: end for
16: end for

1. Entities and their relations in the contexts are ei-
ther pre-annotated (SPARTUN) or extracted us-
ing regex pattern matching (StepGame) to con-
struct the symbolic context C.

2. A traversal path P is identified from hq to tq
by constructing a network graph over C. The
deduced relations rd are initialized to be the
inverse of ric, to traverse and merge steps in a
single direction from hq to tq (Figure 2).

3. We traverse the path P , progressively merging
the links (as hi = ti−1) and updating the de-
duced relations rd based on the property set PS
and their spatial composition rules:
• For SPARTUN we reuse the rules from

Mirzaee and Kordjamshidi (2022), reproduced
in Table 3.

• For StepGame and SpaRC-PS3, we represent
the relative positions as signed integers on
the x and y axis, and numerically compose
them (Algorithm 1). Without the quantitative
knowledge of backtracking along a given axis,
e.g. x-axis for {LEFT, RIGHT}, no subsequent
inferences can be made for those directions.

Algorithm 2 Relative Direction composition for
set of properties PS4 in 2D.
Input: Pairs to compose {pair1, pair2}.

current set of constraint inequalities ineq
Output: merged pair and updated inequalities ineq.
1: /* initialize an empty pair */
2: merged← InitializePair
3: merged.head← pair1.head
4: merged.tail← pair2.tail
5: for rel ∈ {LEFT, RIGHT, ABOVE, BELOW} do
6: candidate_ineq ← substitute_entities(
7: rel.ineq, merged.head, merged.tail)
8: consistent← check_consistency(
9: candidate_ineq, ineq)

10: if consistent then
11: insert(candidate_ineq, ineq)
12: insert(rel, merged.relations)
13: end if
14: end for

• For SpaRC-PS4, the relations in context can
be expressed as logical conjunction ∧ of in-
equalities, refer to Section 3, Table 2, and Fig-
ure 1. For composition of relations to merge
reasoning steps, consistency of inequalities for
relations r ∈ D is checked and the deduced
relations set rd is updated (Algorithm 2).

4. We finally verbalize the reasoning path P link-
by-link (Figure 2) following the format of de-
ductively verified chain-of-thought (Ling et al.,
2023). However, instead of generating and self-
verifying LLM outputs, we use spatial reasoners
for ground truth generation.

We denote the extended dataset as Spatial
Reasoning Paths (SpaRP). Specifically, we ex-
tended SPARTUN, StepGame, SpaRC-PS3,
and SpaRC-PS4, to be SpaRP-PS1, SpaRP-PS2,
SpaRP-PS3 and SpaRP-PS4, respectively, by
enriching the former with the reasoning paths.
A comparison of the derived datasets with the
original datasets is summarized in Table 4.

5 Experimental Setup

Dataset. Due to the expense and resource lim-
itations for running LLMs, for each of the four
subsets of SpaRP, we randomly sample 2000, 500,
and 1000 datapoints as our training, validation, and
test set, respectively. We call them small SpaRP, or
SpaRP-S. We also randomly sample equal number
of instances for each number of hops in the reason-
ing path. Additionally, we collect five diverse sets
of human-generated natural language descriptions
of the properties relevant to spatial compositions,
and construct a system prompt template with a uni-
fied task instruction using these descriptions.
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Dataset Model Acc. F1

Sp
aR
P-
S-
PS
1

(S
PA

R
T

U
N

)

Llama-2-13B 0.2 0.49
Llama-2-13B-FT 18.9 22.23

Llama-2-70B 10.1 23.37
Llama-2-70B-FT 28 36.49
Llama-2-70BSC=20 17.1 27.95

GPT-4 46.8 54.30
GPT-4SC=20 54.3 60.32
SOTA (PISTAQ) 94.52 –

Sp
aR
P-
S-
PS
2

(S
te

pG
am

e)

Llama-2-13B 0.1 0.47
Llama-2-13B-FT 13.7 33.23

Llama-2-70B 10.6 26.41
Llama-2-70B-FT 16.6 34.63
Llama-2-70BSC=20 20.30 38.96

GPT-4 23.9 41.09
GPT-4SC=20 28.6 43.01
SOTA (LLM-ASP) 90.88 –

Sp
aR
P-
S-
PS
3

Llama-2-13B 0.2 0.92
Llama-2-13B-FT 27.3 32.01

Llama-2-70B 9.4 25.27
Llama-2-70B-FT 19.5 32.97
Llama-2-70BSC=20 15.2 32.01

GPT-4 23.8 35.17
GPT-4SC=20 32.5 42.06

Sp
aR
P-
S-
PS
4

Llama-2-13B 0.7 1.84
Llama-2-13B-FT 30.6 31.62

Llama-2-70B 9.0 22.13
Llama-2-70B-FT 20 31.74
Llama-2-70BSC=20 18.3 29.73

GPT-4 21.7 33.02
GPT-4SC=20 32.9 40.23

Table 5: Performance evaluations of Llama-2 (13B
and 70B) and GPT-4 models on the spatial reasoning
datasets. SC=20 means self-consistency over 20 gener-
ations, and FT indicates finetuned model with greedy
decoding.

Implementation Details. To help replicability,
we include implementation details such as dataset
sampling, system prompt, and training parameters
in Appendix-C.

Evaluation Metrics. We use exact-match accu-
racy and macro-averaged F1-scores2.

6 Results and Analysis

We run experiments with three state-of-the-art
LLMs — Llama-2-13B, Llama-2-70B (Touvron
et al., 2023), and GPT-43, each one with both sin-
gle greedy decoding and self-consistency (Wang
et al., 2023) with majority voting over 20 genera-
tions with sampling (SC=20). Inputs are provided

2We used the scikit-learn v1.3.2 library.
3The default GPT-4, specifically GPT-4-0613, used in the

experiments was accessed between December 1, 2023, and
January 31, 2024.

with a “system prompt” containing task instructions
and 5-shot CoT with randomly sampled exemplars
from the relevant dev-set, e.g., exemplars for a test
instance of SpaRP-S-PS1 (SPARTUN) were ran-
domly sampled from its own dev-set. We also fine-
tune Llama-2 13B and 70B models, indicated by
FT in Table 5, using QLoRA (Dettmers et al., 2023)
on the verbalized reasoning paths made available
by SpaRP.

Overall Results. As shown in Table 5, we ob-
serve that the performance of all the state-of-the-
art LLMs on the spatial reasoning datasets is low,
lagging significantly behind the existing state-of-
the-art symbolic-based models such as PISTAQ
(Mirzaee and Kordjamshidi, 2023) and LLM-ASP
(Yang et al., 2023) on SPARTUN and StepGame,
respectively. This suggests that if these generalist
models are to be used for any spatial-reasoning-
related tasks (e.g., in LLMs-based agents), caution
should be exerted.

Among these models, GPT-4 under SC=20
exhibits the best performance overall, followed
closely by GPT-4 with greedy decoding. The latter
outperforms even the largest open-source Llama-2-
70B model with SC=20.

We also observed that the spatial reasoning
ability of LLMs improves significantly with in-
creasing model sizes. The smaller pre-trained
Llama-2 13B model essentially exhibits no spa-
tial reasoning ability, with the F1-scores of 0.49,
0.47, 0.92, and 1.84 on SpaRP-S-PS1 (SPARTUN),
SpaRP-S-PS2 (StepGame), SpaRP-S-PS3, and
SpaRP-S-PS4, respectively. In contrast, the
larger pre-trained Llama-2 70B model demon-
strates comparatively significant spatial reason-
ing ability, achieving F1-scores of 23.37, 26.41,
25.27, and 22.13 on SpaRP-S-PS1 (SPARTUN),
SpaRP-S-PS2 (StepGame), SpaRP-S-PS3, and
SpaRP-S-PS4, respectively.

Impact of Spatial Properties and Composition
Rules. StepGame and SpaRP-S-PS3 consider en-
tities as point objects (PO), however, SpaRP-S-PS3
does not quantify directions rendering them incom-
posable while backtracking, e.g. RIGHT followed
by LEFT is not composable. SpaRP-S-PS4 con-
siders entities as real objects with extended sizes,
thereby introducing added complexity to spatial
relation composition (Section 4 and Algorithm 2).
The F1-scores (Table 5) of both GPT-4 and Llama-
2 underscore these challenges.

Furthermore, Figure 3 demonstrates that the
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Figure 3: F1 scores vs. ground truth number of hops
for spatial reasoning across the datasets and models.
SC=20 means self-consistency over 20 generations, and
FT indicates finetuned model with greedy decoding.
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Figure 4: F1 scores of individual labels across the
datasets and models. SC=20 means self-consistency
over 20 generations, and FT indicates finetuned model
with greedy decoding.

F1-scores of both SpaRP-S-PS3 and SpaRP-S-PS4
consistently trail those of SpaRP-S-PS2
(StepGame) across varying numbers of hops. This
highlights the utility of our SpaRC framework
in identifying additional challenges that are not
addressed by the existing benchmarks.

Relation-wise Performance. The performance
of GPT-4 is significantly better compared to Llama-
2 models on SpaRP-S-PS1 (SPARTUN), which
has a larger candidate set comprising of 16 rela-
tions, including 8 topological relations. In contrast,
SpaRP-S-PS2 (StepGame) has a smaller candidate
set consisting of only directional relations. This
highlights a notable deficiency in Llama-2 regard-
ing the understanding and composition of topologi-
cal relations. More importantly, even the finetuned
Llama-2 model falls short of GPT-4’s performance.
The top proprietary LLMs still significantly outper-
form their open-source counterparts in topological
spatial reasoning.

Additionally, Figure 3 demonstrates that even
when controlling for the same number of hops,
the F1-scores of Llama-2 on SpaRP-S-PS1
(SPARTUN) rank lowest across all hops. An ex-
amination of F1-scores on a per-relation basis (Fig-

Dataset Pearson correlation coefficients (ρ)

Llama-2-70B-FT GPT-4

SpaRP-S-PS1 (SPARTUN) 0.535 0.775
SpaRP-S-PS2 (StepGame) 0.299 0.414
SpaRP-S-PS3 0.375 0.409
SpaRP-S-PS4 0.446 0.352

Table 6: Pearson correlation coefficients (ρ) between
the observed number of hops in the model generated
output and the ground truth number of hops.

Errors, examples and explanations
Error: Incorrect relation extraction
Context: Box EEE has a tiny white rectangle and covers a
midsize white diamond.
Extracted: Step 7: It is given that the tiny white rectangle is
inside and touching the box EEE.
Explanation: Has only means inside.

Error: Reverse answer
Question: What is the relation of the agent W to the agent X?
Answer Step: Step 8: From step 5 and 7, we can infer that X
is above and left of W. Hence, the answer is above, and left.
Explanation: Directional relations are non-symmetric. Ques-
tion is from W to X, while answer is from X to W.
Error: Copied, not composed
Reasoning Steps: Step 6: From step 4 and 5, we can infer
that A is below and right of S. Step 7: From the context, S is
left of M. Step 8: From step 6 and 7, we can infer that A is
below and right of M.
Explanation: Relation from S to M not used in composition.
Instead, relation from A to S is copied in step 8.

Error: Composed without connection
Reasoning Steps: Step 5: From step 3 and 4, we can infer
that Y is right of L. Step 14: From step 12 and 13, we can
infer that C is below and right of K. Step 15: From step 5 and
14, we can infer that C is below and right of L.
Explanation: No common entity between merged steps 5 and
14 which are 9 steps apart.

Table 7: Errors, their examples (only relevant steps) and
explanations in the model generated reasoning paths.

ure 4) further confirms this difficulty of topological
relations for Llama-2 models compared to GPT-4.

Finetuning with Reasoning Paths. We observe
that finetuning the 13B and 70B models with the
reasoning paths made available in SpaRP consis-
tently improves the spatial reasoning capabilities.
Finetuning consistently boosts the F1-score by 21–
32 and 7–13 points for 13B and 70B models re-
spectively, across the datasets.

The finetuned models exhibit significantly im-
proved performance compared to self-consistency
for SpaRP-S-PS1 (Table 5). Figure 4 illustrates
that this is primarily due to the improvements in
the identification and reasoning of the topological
and qualitative distance-based relations. Topologi-
cal relations, such as “inside vs inside and touching”
or “contains vs contains and touches”, that differ
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only in terms of connectedness are often difficult
for models to differentiate during identification due
to the connectedness (“touch”) being either implic-
itly specified in the context or implicitly assumed
by the models. In contrast, the performance of
finetuned vs self-consistency based generation is
comparable across SpaRP-S-PS2 to SpaRP-S-PS4,
which are direction-only datasets. However, infer-
ence with finetuned models would still be prefer-
able as they are computationally less intensive.
Moreover, finetuning is required for smaller mod-
els with limited reasoning capabilities (e.g., 13B),
where self-consistency may not be feasible.

Finally, the accuracy of a finetuned 13B model,
in specific instances, surpasses that of 5-10 times
larger models such as Llama-2-70B with SC=20,
and GPT-4. We hope the proposed reasoning-
path generation can be further used for improv-
ing LLMs’ explainability and robustness on spatial
reasoning.

Error Analysis of Reasoning Paths. We observe
that GPT-4 follows the expected decrease in per-
formance with increasing number of hops, more
consistently, compared to Llama-2 models (Fig-
ure 3). We attribute this to the difference between
the ground truth num_hop (x-axis in Figure 3)
and the num_hop observed in the model gener-
ated output. This relationship is underscored by the
Pearson correlation coefficient (ρ) between the ob-
served and the ground truth num_hop as presented
in Table 6. The correlation coefficient of Llama-2
model, notably for SpaRP-S-PS2 (StepGame), lags
significantly when compared to GPT-4, resulting
in a more erratic trend (Figure 3).

We sampled and manually analyzed a total of 80
model generated reasoning paths across all datasets
for both the GPT-4 and Llama-2 70B models. The
deductive step-by-step reasoning path made avail-
able by SpaRP proves to be useful in identifying
errors in the generated outputs (Table 7). Com-
monly observed errors include incorrect parsing or
retrieval of relations from the contexts, especially
for topological relations. Additionally, we observe
instances of reverse answering, where relations be-
tween tail to head entities are returned instead of
head to tail entities in a question. More complex
reasoning failures involve copying relations from
one of the reasoning steps instead of composing
them. Similarly, composing relations between rea-
soning steps without a common entity is observed
frequently over distant steps. Additional errors

with examples are provided in Appendix D. These
errors are more prevalent in Llama-2 models, re-
sulting in poorer performance compared to GPT-4.

7 Conclusion

Spatial reasoning is one of the basic components
of intelligence. We perform a study on the spa-
tial reasoning abilities of the latest LLMs under
comprehensive setups. To support the study, we
introduce (SpaRC), a systematic framework to char-
acterize spatial reasoning scenarios by identifying
and defining six spatial properties of objects, spa-
tial relations, and contexts, and their impact on the
spatial composition rules. Based on that, we create
the (SpaRP) reasoning paths for the datasets. We
found that the state-of-the-art LLMs do not per-
form well on the datasets — their performances
are consistently low across different setups. The
spatial reasoning capability improves significantly
as model sizes scale up. Finetuning both large
language models (e.g., Llama-2-70B) and smaller
ones (e.g., Llama-2-13B) can significantly improve
their performance by 7–32 points on F1-scores. We
also found top proprietary LLMs still significantly
outperform their open-source counterparts in topo-
logical spatial understanding and reasoning. We
provide detailed analyses and insights in our exper-
iments.

Limitations

We aimed to characterize various properties of the
objects, relations, contexts and the associated spa-
tial composition rules. We, however, note that
the spatial scenarios, relations and interactions be-
tween objects can still be incomplete. Further, the
existing datasets and our extensions of them still
pertain to a limited combination of the character-
izations in isolation in a context. Even with our
proposed characterizations, a combination of these
within a single context is common in the real world,
including multi-modality with visual perception,
which we haven’t considered in our current study.
The base datasets, although textual, are synthetic in
nature. Combined with the use of symbolic reason-
ers for our reasoning path generation, our dataset
inherit all the associated limitations such as relative
lack of linguistic diversity, types of objects, rela-
tions etc. Finally we note that due to the cost and
resource constraints of using LLMs, we worked
with a smaller set of 1000 test instances per dataset,
which is a common data size to work with LLMs.
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A Additional details and comparison of
spatial properties in SpaRC

A symbolic context C = {(h, r, t)i}Ni=1 is usually
verbalized as several natural language sentences.
However, we note that the verbalization can be a
conjunction of multiple tuples in a single context
sentence e.g. “Objects A and B are inside the box
C”, or “Entity X is below and left of entity Y”. Such
verbalization is common in existing benchmarks,
including SPARTUN and StepGame.

Fixed Orientation or Point of View (FPoV).
The relations are considered to axis-aligned from
a globally fixed orientation or point of view, i.e.,
fixed axes in a 2D or 3D space. We note that the
cardinal (DC) and clock-face (DT ) directions have
only 4 relations in 2D. With the set of relative direc-
tions (DR) being larger (6 relations in 3D), DC and
DT are mapped and canonicalized to four of the rel-
ative directions only for their label representations
L (Table 1). Their understanding in the contexts
and questions is still required. Additionally, the
understanding of the map to a canonicalized label
is also required to return correct answers.

Point Objects (PO) vs Extended Objects (EO).
Point objects are entities that are either dimension-
less i.e. their boundaries on all axes coincide, or
can be treated as such in a given context. Since
they are dimensionless, in relation to other point
objects, the possible topological TR relation (Table
1) collapses just to {DC, EQ} i.e. outside or “dis-
connected”, and overlapping respectively. When
combined with other formalisms such as directional
relations (D), even DC becomes redundant as the
presence of any directional relation implies that
the objects are not at the same position. Although
point objects are purely mathematical constructs,
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real objects can often be treated as point objects
in practical contexts. For example when the sizes
of the objects can be ignored in relation to the dis-
tances between them. e.g. discussing spatial (direc-
tional) relations between buildings across several
towns.

Extended Objects, on the other hand, are entities
that are not dimensionless, i.e. their boundaries
on at least one axis extends or has a spread. All
real objects are extended objects. Dimensions of
objects cannot be ignored when the distances be-
tween them are comparable to their sizes for spatial
rule compositions and thus they must be treated as
extended objects e.g. “a number of curious silver
instruments” standing on Dumbledore’s “spindle-
legged tables”.

Relation Incomplete (RI) vs Relation Complete
(RC). For a set of relations R, the contexts are
usually relation incomplete in several real-world
scenarios or when |R| is relatively large. On the
other hand, the contexts can be relation complete
in the real-world scenarios if |R| is relatively small,
and one needs to emphasize and be specific.

Quantitatively Specified (QS) vs Quantitatively
Unspecified (QU). For our current set of formal-
ism (Table 1), some topological relations r ∈ T \
{EC, EQ, TPP, TPPI} and all the directional
relations r ∈ D can be quantitatively specified.
However, the topological relations are usually con-
sidered qualitatively, although there are metric
based calculus for RCC8 and other topological re-
lations as well. For example, context statements
“Hogwarts is 200 miles to the left of the Azkaban
Fortress” and “The Quidditch Stadium is inside and
1 KM away from the Hogwarts School’s northern
boundary” have LEFT and NTPP (inside) as quanti-
tatively specified relations respectively. Quantita-
tively specified relations that are reverse of each
other, such as LEFT and RIGHT, can readily be com-
posed. For example, we can infer that Harry is
2 unit right of Ron, from the context statements
– Harry is 3 unit left of Hermione, and Hermione
is 5 unit right of Ron. Relations are quantitatively
specified when their measurements are required in
a context directly, or to infer other spatial relations
indirectly.

On the other hand, for the previous examples, the
context statements “Hogwarts is to the left of the
Azkaban Fortress” and “The Quidditch Stadium
is inside the Hogwarts School” are quantitatively
unspecified for the relations LEFT and NTPP (inside)

Figure 5: An example reproduced from the StepGame
(Shi et al., 2022).

respectively. Quantitatively unspecified relations
that are reverse of each other, such as LEFT and
RIGHT, cannot be composed unless the relations
are quantified. For example, directional relation
between Harry and Ron cannot be determined from
the context statements – Harry is left of Hermione,
and Hermione is right of Ron.

Mutual Exclusitivity of Spatial Relations.
While the reverse relations in any formalism can-
not occur simultaneously, under RCC8 calculus,
multiple topological relations TR cannot occur si-
multaneously for the same ordered pair of entities
even if they are not reverse of each others. Thus,
for a given relation r ∈ TR and an ordered pair of
entities (X,Y ):
r(X,Y ) =⇒ NOT(r′(X,Y )) ∀r′ ∈ TR \ r
For example, TPP (inside and touching) and NTPP

(inside) are exclusive in RCC8. Stating a single
topological relation in TR makes the context Rela-
tion Complete (RC) in (and only in) TR.

However, negative implications are only for re-
verse relations in directional formalism D. Orthog-
onal relations such as LEFT and ABOVE can be simul-
taneously true for a set of ordered pair of entities.
As directional relations are not symmetric, we will
always mean an ordered pair or sequence of enti-
ties while discussing them, unless stated otherwise.
Hence, Relation Incomplete (RI) contexts can be
quite common in terms of directional relations.

B Characterization of SPARTUN and
StepGame

Although the existing datasets, inlcuding SPAR-
TUN and StepGame, do not explicitly consider the
spatial properties, their contexts and spatial com-
position rules conform to a set of these properties
referenced in Section 3.1. StepGame considers en-
tities in a completely abstract sense placed on a
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grid (Figure 5). They support only directional re-
lations (including composites such as lower-left)
and an overlap. Hence, objects can either be com-
pletely overlapping or completely separate. Their
placement on the grid is also in terms of implicit
unit of measurements. An overlap and unrestricted
numerical composition of directions during their
generation process coupled with the complete ab-
stract representation of the entities essentially make
them to be point objects (PO) and quantitatively
specified (QS). Additionally their clear and com-
plete expressions such as “BB is to the right of
AA”, “BB is at the 3 o’clock position relative to
AA”, and “AA and BB are horizontal and AA is to
the right of BB” all considered equivalent means
that when the relation is expressed as RIGHT, it
means exactly and only RIGHT and this relation is
completely known and they correspond to the re-
lation complete (RC) context. This is why they
support strong compositions for example presented
at the beginning of Section 3 – “A is left of B and
B is above C” =⇒ “A is to the left and above C”.
Hence, the properties set of StepGame is {PO, RC,
QS}.

SPARTUN on the other hand considers objects
that have shapes and sizes as they built their dataset
on top of NLVR images and scene graphs with dif-
ferent sizes of objects and blocks, and support of
topological relations such as containment, inside
etc. Hence, their entities are extended objects (EO).
Their spatial rules (Table 3) also do not consider
quantitative relations either explicitly or implicitly.
Finally their spatial rules also do not make any
assumption about the alignment of directional rela-
tions to be exactly parallel to an axis system. That
is why a statement such as “A is to the left of B”
doesn’t rule out the possibility of A additionally
being above or below B i.e. the relations are not
necessarily only as stated and other directional re-
lations would still needs to be checked rather than
assumed to be not present. This is in contrast with
StepGame. Thus, the properties set of SPARTUN
is {EO, RI, QU}. This is why applying their spa-
tial rules (Table 3) lead to no conclusion for the
previous example “A is left of B and B is above C”
presented at the beginning of Section 3. SPARTUN
composition rules are thus weaker in comparison
to StepGame’s composition based on these differ-
ences in their properties sets.

C Implementation Details

C.1 Datasets and Prompts
We created the SpaRP-S dataset with train, valida-
tion, and test splits of sizes 2000, 500, and 1000
respectively for each sub-dataset of SpaRP. To en-
sure a fair distribution of the difficulty level, we
randomly sample equal number of instances for
each number of hops (of entities) in the reason-
ing path. The final distribution is still skewed due
to less number of instances for higher number of
hops in SPARTUN. Additionally, we collect five
diverse sets of human-generated natural language
descriptions of the properties (Table 8) relevant to
spatial compositions (Section 3.1). We construct
a system prompt template with a unified task in-
struction and populate it with randomly sampled
natural language descriptions for each instances of
each sub-dataset. The system prompt template and
the human-generated descriptions are presented in
Table 8 through Table 14.

C.2 Model configurations and training setup
To assess the spatial understanding and reasoning
abilities of LLMs over varying model sizes, we run
experiments with three model variants (all chat ver-
sions) – Llama-2-13B, Llama-2-70B, and GPT-4.
The default GPT-4, specifically GPT-4-0613, used
in the experiments was accessed between Decem-
ber 1, 2023, and January 31, 2024.

We finetune a single model 13B and 70B mod-
els on all the four datasets i.e. SpaRP-S-1
(SPARTUN), SpaRP-S-PS2 (StepGame),
SpaRP-S-PS3, and SpaRP-S-PS4. For fine-
tuning, we used QLoRA (Dettmers et al., 2023)
with 8-bit quantization, LoRA α = 16, and LoRA
config r = 64. We trained for 3 epochs with a
learning rate lr = 1e−4, paged AdamW optimizer,
cosine lr scheduler, and an effective batch size of
32 using gradient accumulation.

D Reasoning errors and their examples

We randomly sampled and manually analyzed 80
model generated reasoning paths to identify the
errors and understand the discrepancy in the GPT-4
and Llama-2 70B models. A collection of several
errors, their examples in terms of reasoning steps,
the datasets to which the generated paths belong
and the explanation of the errors are provided in
Table 15.
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Terminology Descriptions

System
Instruction
Template

You are an expert assistant with the knowledge of spatial relations and the rules to compose them under the assumptions that the
contexts provided are of ‘{point_of_view_type}’, the objects or entities are to be treated as ‘{entity_type}’, the directions are
‘{quantitative_type}’, and ‘{relation_type}’. The description of these terminologies are as given below:

{point_of_view_type}: {point_of_view_type_desc}{point_of_view_type_default}

{entity_type}: {entity_type_desc}{entity_type_default}

{quantitative_type}: {quantitative_type_desc}{quantitative_type_default}

{relation_type}: {relation_type_desc}{relation_type_default}

You need to identify the sub-set of entities from the context that are relevant as well as combine their spatial relations with valid
compositions under the above mentioned assumptions to find the spatial relations between the entities in the asked questions.
The list of all possible spatial relations are: {spatial_relation_choices}. Always provide the final answer, only and only, in terms
of these spatial relations. Include all the spatial relations that hold true as the answer, in case of multiple correct choices.

Fixed Orien-
tation Point
of View

The spatial relations are expressed from a single, consistent and unchanging perspective. This means that the observations are
made from a global viewpoint that remains same and constant for all the entities in a given context. Hence, relations such as
relative directions e.g. left or right always refer to the same directions and there is a one-to-one mapping between relative,
cardinal and clock-face directions i.e. left is same as west or 9 o’clock position, right is same as east or 3 o’clock position, above
is same as north or 12 o’clock position, and below is same as south or 6 o’clock position.

Implicit
Quantifica-
tion

Unless otherwise stated, consider the direction relations specified in the context to be of 1 unit distance. For example, the
sentence, entity X is to the lower-left of entity Y means that the entity X is 1 unit to the left and 1 unit below the entity Y.

Table 8: Human-generated natural language descriptions for common terminologies, defaults and system instruction.
Terms inside {} are placeholders that are further replaced with their language descriptions. For current work,
point_of_view_type is always Fixed Orientation Point of View and the only default available is for quantitative_type
= Quantitatively Specified (QS) with quantitative_type_default = Implicit Quantification. All other placeholders are
replaced by randomly sampled descriptions from one of their 5 diverse human-generated descriptions presented in
Table 9 through Table 14. The spatial_relation_choices are the relevant labels L from Table 1.

Diverse human-generated Descriptions for Point Objects (PO)

Description 1: Two objects can be treated as Point Objects in a given context for specifying their spatial relations if they are
extremely small such that their sizes are immaterial, or if they are of similar or even varying shapes and sizes but are placed
sufficiently far enough that their shapes and sizes can be ignored to state and compose spatial relations between them. This leads
to a limitation on the spatial relations that can be specified between objects e.g. containment, but simpler relation compositions
since shapes and sizes of the objects need not be considered. For example, a tea-cup and an apple on a table, or a school building
and a warehouse that are miles away can be considered as point objects.
Description 2: While composing spatial relations between objects, they can be considered as Point Objects if they can be
treated as dimensionless i.e. if (1) their sizes are so small that they can be neglected or (2) the size and shape of the objects are
negligible compared to the great distance between the objects. Although this situation may prevent to express certain relations
like containment, it provides simpler spatial relation statements and compositions over multiple objects, since the size and shape
are not considered. For example, two balls on the basketball pitch or two buildings that are separated with 2 KM distance.
Description 3: Point Objects are small objects in a given context, whose sizes and shapes can be ignored. Thus, only their
locations and orientations are considered when specifying spatial relations, leading to less number of relations and their simpler
combinations over objects. A typical example of point objects can be buildings on a map or beads on a table.
Description 4: In this scenario, objects can be treated as Point Objects if they are extremely small or far apart to the extent
that their shapes and sizes can be ignored. In such cases, certain spatial relationships, like containment, become inapplicable.
Additionally, since the shapes and sizes of the objects are not important, relationship compositions can be simpler. For example,
two cars that are miles apart can be considered as point objects.
Description 5: Entities can be treated as Point Objects when the distance between them relative to their sizes is either large or
can be ignored. Therefore when providing spatial relations between them, a limited set of relations with simpler composition
rules is possible. For example, when someone says, a cafe and a house that are far apart can be treated as point objects.

Table 9: Five diverse human-generated natural language descriptions of Point Objects (PO).
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Diverse human-generated Descriptions for Extended Objects (EO)

Description 1: Two objects are to be treated as Extended Objects in a given context for specifying their spatial relations if their
shapes and sizes in comparison to the distances between them can not be ignored to state and compose spatial relations between
them. This leads to more number of possible spatial relations that can be specified between objects e.g. containment, but reduces
the number while increasing the complexity of possible relation compositions, as the shapes and sizes of the objects can neither
be assumed nor be discarded. For example, a tea-cup and a tube-light, or a table and a cupboard in a room are to be considered
as extended objects.
Description 2: If the distance between objects is comparable to the shapes and sizes of the objects while specifying the spatial
relations, the objects are considered as Extended Objects i.e. they can’t be treated as dimensionless and they have significant
length, breadth or height in comparison to the distances between the objects in the context. Although this gives an opportunity to
use more specific spatial relations like touching or containment, the complexity of compositions increases. A basket and an apple
in it or two entities, X and Y, in a room can be given as examples.
Description 3: Extended Objects refer to objects, whose shapes and sizes can affect the spatial relations that can be specified
and the way they can be combined between objects. This leads to more number of relations and the combination of relations
have to be minimal in the absence of the information about the shape and size of the objects. Examples of extended objects
include buildings on a street or boxes in a room.
Description 4: In this scenario, two objects are considered to be Extended Objects if their shapes and sizes, in comparison to
the distances between them, cannot be ignored. In such cases, a larger set of spatial relations between objects can be specified,
although the relation composition becomes more limited when the shapes and sizes of the objects are unknown compared to
when this information is known. For example, a tea-cup and a lamp or a sofa and a TV in a room can be considered as extended
objects.
Description 5: Entities can be treated as Extended Objects if they have shapes and sizes which are not to be ignored in the
context. Because of this, although a larger set of relations is possible between objects but the composition rules can become
complex. For example, a cafe and a mall building can be treated as extended objects and the cafe can be a part of i.e. inside the
mall building itself.

Table 10: Five diverse human-generated natural language descriptions of Extended Objects (EO).

Diverse human-generated Descriptions for Relation Incomplete (RI) contexts

Description 1: Not all set of possible spatial relations that hold true between two objects are stated while specifying the relations
between those objects. Thus, there could be multiple possible spatial configurations that conform to the stated relations between
the objects. For example, the statement, object A is to the left of object B, when considered as relation incomplete could mean
that A may or may not be strictly only to the left of B, i.e. it can be either only to the left, or is to the left and above, or is to the
left and below B.
Description 2: Although some spatial relations between two objects exist, they might be overlooked while expressing the
relations between those objects. Therefore, other valid configurations, which are compatible with the expression but not explicitly
specified, may also exist. For instance, the relation incomplete expression, the entity X is to the left of the entity Y does not have
to mean that X is to the left of Y and they are strictly aligned at the same time. The entity X can be both to the left and bottom
(or above etc.) of the entity Y.
Description 3: An incomplete spatial relationship corresponds to the insufficient information or context to decide the exact
spatial relationship between objects, leading to ambiguation. In other words, there can be multiple valid spatial arrangements or
layouts that hold true to each incomplete relation. For example, given the incomplete statement that box ‘one’ is in front of box
‘two’, it holds true for multiple arrangements such as box ‘one’ is to the right and front of box ‘two’, or box ‘one’ is to the left
and front of box ‘two’.
Description 4: Relations are incomplete in the context statements if not all the spatial relationships that exist between two
objects are stated. In such cases, multiple spatial outline or positioning of the objects are possible, without a single definitive
truth. For example, consider the relationship - the fruit F is behind the object O in a 2D plane. Although O is in front of F,
their relative position on the horizontal axis is incomplete, and hence, could be left, right or at the same place when considered
horizontally.
Description 5: The provided set of spatial relations between two objects may not be enough to communicate the complete
spatial position between them. Therefore, for the provided spatial information between two objects more than one arrangement
is possible. For example, a metal ball is hanging below a metal beam in the workshop - can mean various spatial positions such
as the metal ball is below the beam, or additionally, it can be to the right or left and away from the beam in consideration.

Table 11: Five diverse human-generated natural language descriptions of Relation Incomplete (RI).
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Diverse human-generated Descriptions for Relation Complete (RC) contexts

Description 1: All set of possible spatial relations that hold true between two objects are stated while specifying the relations
between those objects. Hence, there is only one spatial configuration that conforms to the stated relations between the objects.
For example, the statement, object A is to the left of object B, when considered as complete could only and only mean that A is
to the left of B.
Description 2: All existing spatial relations between two objects are included while expressing the relations. Therefore, there
is one-to-one mapping between spatial configuations and expressed spatial relations between objects. For instance, a relation
complete statement, the entity X is to the right of the entity Y means that X is to the right of Y and they are aligned.
Description 3: Completely specified spatial relations refer to the complete sets of spatial relations that can be held as well as
stated between objects. Thus, there can be only one valid spatial arrangement or layout that holds true for a relation complete
statement. An example is that box ‘one’ is in front of box ‘two’ and they are in the same line that denotes front in a given fixed
orientation for all.
Description 4: Relations are complete in a setting, if all the spatial relationships between two objects are stated. In such cases,
there is a single ground truth spatial outline or positioning of the objects. For example, consider the relationship - the fruit F is
behind the object O in a 2D plane. This means that O is strictly and only in front of F and are aligned on the axis i.e. can be
considered to be neither left nor right but at the same position on the horizontal axis.
Description 5: The provided set of relations between two objects are enough to know the actual spatial position between them.
Therefore, no additional information is needed to understand the actual position between two objects. For example, a metal ball
is hanging below a metal beam in the workshop means that the ball is below the beam and not to its left or right.

Table 12: Five diverse human-generated natural language descriptions of Relation Complete (RC).

Diverse human-generated Descriptions for Quantitatively Specified (QS) relations

Description 1: Spatial relations, such as directions, specified between two objects are said to be Quantitatively Specified if those
relations can have a unit of measurement and are also stated, implicitly or explicitly, in the specified context. The composition of
such relations is always possible when all the object parameters and the relations between any two objects in a statement are
completely known. For example, with constraints such as objects A, B and C are apples lying in a line and the relation specified
are of 1 unit measurement when not mentioned explicitly, the quantitatively specified statements - B is 3 units to the left of A,
and C is to the right of B - can lead to the only conclusion that A is 2 units to the right of C, or its inverse equivalent i.e. C is 2
units to the left of A.
Description 2: Unit of measurements in spatial relations (e.g., directions) between two objects needs to be explicitly or implicitly
specified for these relations to be called as Quantitatively Specified. The composition of such relations can be determined when
all other object parameters and relations of two objects are given. For example, let entities X and Z be perfect round shaped balls.
Let entity Y be a round basket with 10 unit radius and let centers of all objects are horizontally aligned. If X is 1 unit to the left
of the center of Y and Z is 2 units to the left of X, then Z is inside the basket and 3 units to the left of the center of the basket Y.
Description 3: Spatial relations are Quantitatively Specified when these relations are defined with a specific unit of measurement
such as meters or miles. The relation compositions over objects become deterministic if all the other object parameters and the
relationships between them are provided. For example, box ‘one’ is 3 units above box ‘two’ and they are in the same line can be
easily used to determine relations with respect to a third box, say box ‘three’, if its position is also quantitatively specified with
one of them.
Description 4: Under this setting, spatial relations between two objects are said to be Quantitatively Specified if the relations
have a unit of measurement and stated directly or indirectly in the context. In such cases, when all the object parameters and
relations between any two objects in the statement are known, a deterministic relation composition is possible. For example,
although there are limitations like having three apples (A1, A2, A3) arranged in a row, the statements - A2 is 2 units left of A1,
and A3 is 1 unit right of A2 - provides enough information to determine the exact positions of A1 and A3 relative to each other.
Description 5: If the quantitative value along with the measurement unit for a spatial relation is provided then those relations are
said to be Quantitatively Specified. The measurements may be a default value that is understood in the context or is explicitly
provided. The composition of these relations will result in a distinctly resolved relation. For example, in the sentence, the cafe is
2 blocks north of my house and the hospital is 1 block south of the cafe, it can be easily determined that the hospital is 1 block
north of my house.

Table 13: Five diverse human-generated natural language descriptions of Quantitatively Specified (QS) relations.
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Diverse human-generated Descriptions for Quantitatively Unspecified (QU) relations

Description 1: Spatial relations, such as directions, specified between two objects are said to be quantitatively unspecified if
those relations can have a unit of measurement but are not stated in the specified context. The composition of such relations may
not be possible even when all the object parameters and the relations between any two objects in a statement are completely
known. For example, even with constraints such as objects A, B and C are apples lying in a line, the quantitatively unspecified
statements - B is to the left of A, and C is to the right of B - can not lead to any conclusion regarding left, right, or overlapping
relationship between A and C.
Description 2: In order for spatial relations between two objects to be considered as quantitatively unspecified, unit of
measurement in these relations should not be specified. The exact composition or realization of such relations may not be
determined even if the other object features and relations are completely known. For example, let entity X be in the basket Y of a
known and stated size, and let entity Z be to the right of the entity X. It is not possible to infer whether entity Z is in the basket Y
or not if its distance from X is quantitatively unspecified.
Description 3: Spatial relations are Quantitatively Unspecified when these relations are not defined in terms of specific units of
measurement such as meters or miles. The relation compositions over objects can still not be determined even if all the other
object parameters and the relationships between them are provided. For example, if box ‘one’ is above box ‘two’, it’s not clear
how far exactly box ‘one’ lies with respect to box ‘two’ and this will affect the conclusions to be drawn about relations with
respect to other objects, say box ‘three’.
Description 4: In this setting, spatial relations between two objects are Quantitatively Unspecified if the relations have a unit of
measurement that is not specified in the context. In such cases, even when all the object parameters and relations between any
two objects in the statement are known, a deterministic composition of relations may be impossible. In this scenario, although
there are limitations like having three apples (A1, A2, A3) arranged in a row, the statements that lack specific quantities - A2 is
on the left of A1, and A3 is on the right of A2 - do not provide enough information to determine the left, right, or overlapping
positions of A1 and A3 relative to each other.
Description 5: If the quantitative value along with the measurement unit for a spatial relation is not provided then those relations
are said to be quantitatively unspecified. The composition of these relations may not be enough to result in a distinctly resolved
relation. For example, in the sentence, the cafe is to the north of my house and the hospital is to the south of the cafe, it can’t be
determined if the hospital is to the south or north of my house.

Table 14: Five diverse human-generated natural language descriptions of Quantitatively Unspecified (QU) relations.
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Errors examples and explanations

Error: Reverse Step Merge Dataset: SpaRP-S-PS2(StepGame)
Reasoning Steps: Step 7: From step 4 and 6, we can infer that I is 2 unit above and 2 unit right of W. Step 9: From step 8, we
can infer that Q is right of W. Step 10: From step 7 and 9, we can infer that I is 2 unit above and 3 unit right of Q.
Explanation: Requires composition from I to W to Q. Step 9 is a reverse step in this reasoning chain causing composition error.

Error: Copied, not composed Dataset: SpaRP-S-PS2 (StepGame)
Reasoning Steps: Step 6: From step 4 and 5, we can infer that A is below and right of S. Step 7: From the context, S is left of
M. Step 8: From step 6 and 7, we can infer that A is below and right of M.
Explanation: The relation from S to M is not used in composition, instead, the relation from A to S is copied for the merge step
A to S to M.
Error: Incorrect Composition Dataset: SpaRP-S-PS2 (StepGame)
Reasoning Steps: Step 11: From step 8 and 10, we can infer that Z is above and 2 unit right of L. Step 13: From step 12, we can
infer that L is above and left of J. Step 14: From step 11 and 13, we can infer that Z is 3 unit above and right of J.
Explanation: Quantitatively incorrect.

Error: Merged without connection Dataset: SpaRP-S-PS3
Reasoning Steps: Step 5: From step 3 and 4, we can infer that Y is right of L. Step 14: From step 12 and 13, we can infer that C
is below and right of K. Step 15: From step 5 and 14, we can infer that C is below and right of L.
Explanation: No common entity between merged steps 5 and 14 which are 9 steps apart.

Error: Non-composable Composition Dataset: SpaRP-S-PS4
Reasoning Steps: Step 16: From step 13 and 15, we can infer that M is below X. Step 18: From step 17, we can say that X is
above A. Step 19: From step 16 and 18, we can infer that M is above A.
Explanation: The reverse relations {below, above} are not composable under quantitatively unspecified (QU) criteria.

Error: Reverse answer Dataset: SpaRP-S-PS3
Question: What is the relation of the agent W to the agent X?
Answer Step: Step 8: From step 5 and 7, we can infer that X is above and left of W. Hence, the answer is above, and left.
Explanation: Directional relations are non-symmetric. Question is from W to X, while answer is from X to W.

Error: Incorrect clock extraction Dataset:SpaRP-S-PS3
Context: P is above X at 10 o’clock.
Extracted: Step 6: From the context, X is below P.
Explanation: Correct extraction should be below and right.

Error: Incomplete relation extraction Dataset: SpaRP-S-PS4
Context: I is on the left side of and below V.
Extracted: Step 2: From the context, I is left of V.
Explanation: Incomplete or partial extraction, below wasn’t picked.

Error: Incorrect relation extraction Dataset: SpaRP-S-PS1 (SPARTUN)
Context: Box EEE has a tiny white rectangle and covers a midsize white diamond.
Extracted: Step 7: It is given that the tiny white rectangle is inside and touching the box EEE.
Explanation: Has only means inside.

Error: Incorrect reversal Dataset: SpaRP-S-PS1 (SPARTUN)
Reasoning Steps: Step 1: It is given that the block AAA contains the medium yellow square. Step 2: From step 1, we can
infer that the medium yellow square is inside and touching the block AAA.
Explanation: Reverse of contains should only be inside.

Table 15: Observed errors and their examples in the model generated reasoning paths. Only the relevant steps are
shown.
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