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Abstract

The current charge prediction datasets mostly
focus on single-defendant criminal cases. How-
ever, real-world criminal cases usually involve
multiple defendants whose criminal facts are
intertwined. In an early attempt to fill this
gap, we introduce a new benchmark that en-
compasses legal cases involving multiple de-
fendants, where each defendant is labeled with
a charge and four types of crime elements,
i.e., Object Element, Objective Element, Sub-
Jject Element, and Subjective Element. Based
on the dataset, we further develop an inter-
pretable model called EJudge that incorpo-
rates crime elements and legal rules to infer
charges. We observe that predicting crime
charges while providing corresponding ratio-
nales benefits the interpretable Al system. Ex-
tensive experiments show that EJudge sig-
nificantly surpasses state-of-the-art methods,
which verify the importance of crime elements
and legal rules in multi-defendant charge pre-
diction. Source code and dataset available at
https://github.com/welchxu/MCP.

1 Introduction

The charge prediction task aims to automatically
recommend charges given a fact description (Luo
et al., 2017; Nair and Modani, 2023). It has at-
tracted substantial attention recently, leading re-
searchers to construct high-quality datasets for its
advancement, such as CAIL2018 (Xiao et al., 2018)
and ECHR (Medvedeva et al., 2018).

Commonly, existing datasets mainly support
coarse-grained prediction, recommending charges
for each defendant based on the whole criminal
facts, without specifying relevant details. For exam-
ple, Fig. 1 (a) shows a case from CAIL2018 (Xiao
et al., 2018) that has only one defendant and is
labeled solely with the charge, without any justifi-
cation or rationale for the conviction.

“corresponding author

(a) Example in previous dataset (CAIL2018)
B 115 H b RS P A A T 055 S N30 7 3 -+ PN 1 L 3450
ik #4554 . #Translation (Fact Description: On the morning of 5 November... the
defendant Hu injured the victim Sun's left abdomen with a wooden cushion...Sun's left
abdominal injury has reached the second degree of serious injury.)
Defendant: | #13£ (Hu)
Charge: BRI ERE (Intentional Injury)
(b) Example in our benchmark (MUD)

FEHIR: -+, XL FABRANGY - J5 WGHT 76—k, (EDRATId R, USRI T RIS . B
056 HE P A K2R R M AR BEBE T -, AT st N TEFEAE B ) i 47 5 At A s 12
T A A By SRk, Bl x) B ik 8 vk ) AR K ik 15 48 . #Translation  (Fact
Description: ...due to a dispute, the defendant Liu fought with Yu Mou, and stabbed Yu
with a knife, caused Yu femoral artery rupture shock death, After the incident, Wang known
Liu injure others, but still help him escape, resulting in Liu to evade justice for 15 years.
Defendant: X% (Liu) EF (Wang)
Charge: BB EFE (Intentional Injury) TR (Harboring)

Subject Element: |3 (Liu) Subject Element: T3 (Wang)

Object Element: AR L. KA Object Element: [ 5 7] i%:8k

Fi| (Citizens’ Personal, Democratic (National Judicial Order)

Rights) Subjective Element:# i A 578

Subjective Element: (4 4153 (due | 5135 e i 5 E Ak A 5L T
Crime to a dispute) (Wang known Liu injure others)
Elements: | Objective Element: Objective Element:

-- Harmful Action: X3R4 T3 - Harmful Actions: /3% B 3 ik i

FL1%(Liu stabbed Yu with a knife) (but still help him escape)

-- Harmful Result: S T4 a0fiki#Z¢ - Harmful Results: {4k

J I P ARk 5EBE T (caused Yu femoral | ifil# (resulting in Liu to evade

artery rupture shock death) justice for 15 years)

Figure 1: A single-defendant case (a) from
CAIL2018 (Xiao et al., 2018) and a multi-defendant
case (b) from our benchmark MUD with crime elements.

While in real-world scenarios a single case may
involve multiple defendants, as shown in Fig. 1
(b) with two defendants, namely, Liu and Wang,
whose criminal facts intertwine and overlap. In-
tuitively, addressing intricate cases with multiple
defendants necessitates providing clear and com-
pelling explanations for the criminal facts relevant
to each defendant, ensuring the precision of charge
predictions. Unfortunately, most of the existing
datasets lack fine-grained annotations of criminal
facts, consequently impairing the performance of
current advanced methods.

As illustrated in Fig. 2 (a), several popular meth-
ods, e.g., Legal BERT (Chalkidis et al., 2020), Law-
Former (Xiao et al., 2021), and RoBERTa (Cui
et al.,, 2021), show inferior performance on
multiple-defendant cases (our new benchmark)
compared to single-defendant cases (CAIL2018),
with drops of 49%, 38%, and 32%, respectively.
In this work, we construct a new benchmark with
fine-grained annotations for multi-defendant legal
cases, named MUD.
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Crime Elements

Definitions

JLEEZ R (Object Element)

AR N\ R R BT G B T R AR FRET R BRI S AETE RIS (12 W42 K R) - (The interests of social life of the

people protected by the criminal law of the People’s Republic of China and infringed by the crime (socialist social relations).)

RARFENHZUSMERI, OFEETH . BEER, THEHERZANERKR . H LRI B0EE R L EERE R

JLER% W, /7 T (Objective Element)

B8] 55 5 FH AT E 97715 - (The objective external manifestations of criminal activities, including harmful behaviors,
harmful outcomes, and the causal relationship between behaviors and outcomes. The constitution of some crimes also requires the

occurrence at a specific time, place, or use of specific methods.)

JP4E & 14 (Subject Element)

SEEALTRAT Y, RN M AR R AR B3 HIR A « BT . (Individuals who commit criminal acts and should bear criminal
responsibility in accordance with the law, including natural persons and units.)

JLHEE M7 [ (Subjective Element)

FRIT A NE R (B ESERT ) - FLIRAIM ROAZESRA R E 1 H 1S - (Refers to the perpetrator’s guilt (including

intent and negligence). The constitution of some crimes also requires a specific purpose or motive.)

Table 1: Definition of four types of crime elements according to Criminal Law of the People’s Republic of China.

The translated version is indicated in bold font.

It focuses on multi-defendant criminal cases,
comprising 2,865 cases and 7,128 defendant-
charge pairs, spanning across 22 different charges.
Moreover, each defendant in MUD is annotated
with four types of crime elements. It is notable
that, in the Chinese legal system, crime elements
play a critical role in determining whether a par-
ticular action constitutes a crime or not (Cohen,
1982). These consist of the Subject Element, Ob-
ject Element, Objective Element, and Subjective
Element. Their precise definitions according to the
Criminal Law of the People’s Republic of China
are shown in Table 1. By deeply understanding
crime elements, legal professionals can more accu-
rately determine criminal facts, ensuring fair trials.
Similarly, in legal artificial intelligence (Legal Al)
systems, the incorporation of crime elements is ex-
pected to enhance charge prediction accuracy, as
well as improve model explainability and credibil-
ity. In Fig. 2 (b), our probing experiments confirm
the efficacy of crime elements in boosting the per-
formance of existing methods on MUD.

It is not trivial to annotate crime elements for
each defendant. To ensure the quality, we adopted a
three-stage annotation approach and engaged three
legal experts. The experts’ review of 500 randomly
selected cases shows 99.3% agreement on anno-
tated crime elements, confirming the high quality
of our MUD benchmark.

Our new benchmark fills the gap in the absence
of annotated crime elements, facilitating the cre-
ation of interpretable models. Based on MUD,
we propose a new method named EJudge which
jointly leverages crime elements and legal rules to
infer charges. The extensive experiments show that
MUD poses challenges to existing state-of-the-art
models and verify the advancements of our method.
Our contributions are as follows:

1) We propose a new multi-defendant charge pre-
diction benchmark named MUD, in which
four types of crime elements are annotated.

. CAIL2018
86.1

W With criminal elements
Without criminal elements

Accuracy (%)
Accuracy (%)

LegalBERT
(a) Accuracy on CAII2018 and Our MUD

LawFormer  RoBERTa LegalBERT LawFormer  RoBERTa

(b) Crime-element-informed Charge Prediction

Figure 2: State-of-the-art models underperform on
MUD compared with CAIL2018 (a). Their performance
on our MELLE benchmark is significantly improved by
incorporating the crime elements (b).

2) We design a crime-element-informed model
named EJudge, which jointly leverages crime
elements and legal rules to predict charges.

3) Extensive experiments verify the effectiveness
of the proposed EJudge in leveraging crime el-
ements with +9.4% F1 increase over existing
methods for multi-defendant prediction.

2 Related Work

Legal Datasets. Recently, various datasets have
been constructed for LegalAl, such as FLA (Luo
et al., 2017), RACP (Jiang et al., 2018), Crim-
inal (Hu et al., 2018), ECHR (Aletras et al.,
2016), ECHR-Case (Chalkidis et al., 2019),
ECHR-Crystal-Ball (Medvedeva et al., 2018),
CAIL2018 (Xiao et al., 2018), QAjudge (Zhong
et al., 2020) and FEDLEGAL (Zhang et al., 2023).
However, these datasets mainly support coarse-
grained charge prediction lacking detailed anno-
tations.

To alleviate these problems, RACP (Jiang et al.,
2018) and ACI (Paul et al., 2020) are con-
structed by randomly selecting 1,000 and 120 doc-
uments for sentence-level annotation, respectively.
MNLM (Ge et al., 2021) provides fine-grained fact-
article annotations for 1,189 legal cases, but there
are only two charges. Yue et al. (2021b) constructs
a dataset for charge prediction and court view gen-
eration that contains the crime circumstances.
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Fact Description: ZHiEE# ], 201349 H25H 210V, MMERAE, 4 AE
%H#m LGRS ﬁ??ﬂ%%&)ﬁMﬁ JE R NS BT L T
U SR I B X BN 2 R . 9‘74%[%7%& SN S S
ST R . 2013451225 H, M NS HE NI, s A —
UG F 8 N B I B 5% -+ . Translation (The trial found that at about
21:00 on 25 September 2013, in order to vent his personal anger, the
defendant Zhai went to Zhang’s home in Dingxing County and stabbed Zhang
with a knife. After the defendant, Zhai told his brother He, the next day, (A
He took him to hide at Wang’s home in Yangcun Township. The judicial [ e
medical appraisal, the victim Zhang damage injuries are minor injuries. 25
December 2013, the defendant and the victim reached an agreement, the
defendant one time compensation for the victim's economic losses...)

Subject
Elerilent 1 BR(zhai)

I REGHE ! ﬁ’ﬂﬁ RRIRTRFTE R

* | (Intentional Injury) | (Concealment of Proceeds of Crime)

Legal expert

Element | Harmful |

1
1 'Result | Not mentioned

Object Element : AR A B . [ 3ERF (Citizens’ Personal, Democratic
| Rights)

Harmful |
\ /i (stabbed Zhang with a knife;
Objective 1 Action | JH TR SRR A ( g )

Element | Harmful | | BeE N IKEES G 1 IR 2 44— 2 (the victim Zhang damage
! Resuilt , injuries are minor injuries)

Figure 3: An example of an annotated case in MUD. For the given fact description, defendants, and corresponding
charges (left), legal experts are required to select sentences mentioning constitutive elements (tables on the right).

SCE (An et al., 2022) provides sentence-level
crime elements for 685 signal-defendant cases.
Some works also delved into the practical scenarios
of multi-defendant cases. MSA (Pan et al., 2019)
is developed with the multi-scale attention model
to predict the charge for each defendant. However,
their used dataset only contains 100 legal cases.
Later, MultiLJP (Lyu et al., 2023) is constructed
for legal prediction containing a large-scale collec-
tion of multi-defendant cases. Following this line,
we construct a new dataset with criminal elements
for multi-defendant cases. In this work, we create
a new benchmark consisting of 2,865 legal cases,
with an average of 2.5 defendants per case and cov-
ering 22 different charges, and each defendant is
annotated with crime elements.

Interpretable Methods. LegalAl has attracted
attention in both research and practical applica-
tions, yielding notable achievements (Xiao et al.,
2021; Feng et al., 2022). There has been a grow-
ing emphasis on the significance of interpretabil-
ity in Legal Al, aiming to diminish the opacity of
black-box models and improve the transparency
of legal predictions (Jiang et al., 2018; Lyu et al.,
2022; Zhao et al., 2022a; Li et al., 2022a; Luo
et al., 2023; Barale et al., 2023). For example, Luo
et al. (2017) show that manually designed ten el-
ements such as Violence and Death are effective
in distinguishing confusing charges. Jiang et al.
(2018) and Zhong et al. (2020) verify the useful-
ness of contributory spans. Luo et al. (2023) make
legal decisions by providing precedents and Leg-
islations as inputs. Zhao et al. (2022b) design a
multi-task learning method CPEE to explore the
practical judicial process and analyzes comprehen-
sive legal essential elements to make judgment pre-
dictions. NeurJudge (Yue et al., 2021a) separates
the fact description into different circumstances
and exploits them to make predictions. Recently,
several works (Lyu et al., 2022; Zhao et al., 2022a;

Li et al., 2022b; An et al., 2022) reveal the impor-
tance of crime elements for interpretable charge
prediction. In line with this, we contribute a new
benchmark annotated with crime elements and in-
troduce a novel crime-element-informed method.

3 A New Benchmark: MUD
3.1 Data Collection

Our benchmark is sourced from China Judgment
Online (CJO)!, a Chinese government website that
is widely used in Legal Al tasks (Xiao et al., 2018;
Yao et al., 2022). We focus on multi-defendant
cases. Specifically, we extract the fact description
and defendant-charge pairs from the documents
following Xiao et al. (2018). We discard fact de-
scriptions with fewer than 50 characters or those
involving only a single defendant. Then, charges
with a frequency of less than 100 are filtered out.
Through this process, we collect 2,856 documents
containing 7,128 defendant-charge pairs covering
22 different charges for annotation.

3.2 Crime Elements Annotation

The identification of crime elements (as outlined
in Table 1) is crucial in determining if a behavior
constitutes a crime in the real-world conviction pro-
cess (Cohen, 1982). This annotation process is con-
ducted by senior Ph.D. students in law, who possess
extensive legal knowledge and a comprehensive un-
derstanding of the four elements of crime.

Given a fact description and a defendant (Subject
Element), annotators are required to label Object
Element and select sentences mentioning Objective
Element (i.e., Harmful Action, Harmful Result) and
Subjective Element. Fig. 3 shows an annotation
example. The annotators are required to spend
a minimum of 10 minutes on each fact and are
compensated at a rate of $20 per hour based on the
time required to complete the annotations.

1
https://wenshu.court.gov.cn/
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(a) Hard set

(b) Easy set

Figure 4: The MUD dataset was divided into two sub-
sets: (a) Hard, where two or more defendants face dif-
ferent charges, and (b) Easy, where all defendants have
the same charge. II, III, and IV denote cases with two,
three, and four defendants, respectively.

Commonly used Legal Judgment Prediciton
dataset CAIL-2018 (Xiao et al., 2018) relies on
automatic extraction for annotation inevitably lead-
ing to some errors (as shown in Appendix A). In
contrast, we design a three-stage annotation pro-
cess. In the first stage, annotators are required to
familiarize themselves with the annotation process
by annotating a subset containing 500 cases that
are randomly selected from MUD. Moving to the
second stage, each case is annotated three times
independently. We discard annotation results if the
overlap ratio is less than 0.96. In the third stage,
legal experts specifically focus on annotating cases
discarded in the second stage, engaging in discus-
sions to reach inter-annotator agreement.

3.3 Data Analysis

Dataset Statistics. There are 2,856 cases and 7,128
defendant-charge pairs covering 22 distinct charges
in MUD. As shown in Fig. 4, we divide MUD into
two subsets: the Easy set, where each case involves
all defendants accused of the same charge; and
the Hard set, where at least two defendants face
different charges, posing a greater challenge for
charge prediction.

Dataset Quality. To evaluate the dataset quality,
we randomly sample 500 cases labeled three times
independently from MUD. The legal experts’ re-
view shows 99.3% agreement on annotated crime
elements, demonstrating that the MUD is a high-
quality manually annotated benchmark.

Annotation Scale. The annotation process for
datasets in the legal domain is complex and rig-
orous, and annotators are required to possess a
strong legal background. As far as we know, our
new benchmark provides the largest fine-grained
annotation scale for multi-defendant charge pre-
diction. Some legal datasets also provide fine-

Comparison of Annotation Scale

.120 Dataset

" 685 mm ACI

2 SCE

| I = rcp

g s MLMN
I, 1130 m—MUD(OU)
0 500 1000 1500 2000 2500

Count

Figure 5: Comparison of the interpretable annota-
tion scale of existing legal domain datasets (e.g.,
RACP (Jiang et al., 2018), SCE (An et al., 2022),
ACI (Paul et al., 2020), MLMN (Ge et al., 2021)), and
our benchmark MUD.

grained annotations beside the charge labels. Fig.
5 shows the annotations scale of MUD and ex-
isting fine-grained annotated datasets in the legal
domain. SCE (An et al., 2022) is annotated with
sentence-level criminal elements for 685 cases, but
they only consider the signal-defendant cases from
CAIL. RACP (Jiang et al., 2018) and ACI (Paul
et al., 2020) randomly select 1,000 and 120 docu-
ments for sentence-level annotation, respectively.
MNLM (Ge et al., 2021) provides fine-grained fact-
article annotations for 1,189 legal cases covering
two different charges. Our benchmark MUD pro-
vides crime element annotations for 2,856 cases,
which is much larger than the existing datasets.

4 Crime-Element-Informed Method

4.1 Task Definition

Given a multiple-defendant case, its fact descrip-
tion is denoted as f and the involved defendants
are denoted as D = {dj,dy, ...,d;}, where [ is
the number of defendants. The task is to predict
the charge for each defendant. To enhance inter-
pretability, legal knowledge is incorporated into
the prediction process. In this work, we leverage
category information for the legal system, denoted
as C = {C1,Cy, -+ ,Cy}, where C; represents
a crime category encompassing n; charges, i.e.,
C; = {Ci,h Ci2y " 7Ci,ni}~ Additionally, we use
the legal rules R = {r1,1,71,2, .., "m,n,, } defined
by law, where r; ; is the legal rule of charge c; ;.

4.2 EJudge

Overview. Fig. 6 shows the overall architecture
of EJudge. The basic idea is to deduce the charges
against each defendant by analyzing the elements
of the crime in conjunction with relevant legal rules.
The Element Selector extracts crime elements for
each defendant from the fact description. Subse-

2867



L [ Les /

Fact Description:
The trial found that,..., after f Element
being drunk, Chen stopped >

a tagi at Long Ming Dizltgrict dy; dz| Selector
to go home and started a
dispute with the taxi driver
He. ..., his brother Wang
beat He, biting off his right

( Legal Rules

¢ Intentional Injury : Acts of
Rule intentional unlawful damage to the

physical integrity of another person.
« lllegal Business Operation :
llegally engaging in business
activities in violation of State
regulations, disrupting the market
order, under serious circumstances
« Contract Fraud : With the

Selector

ear with his mouth. people's , - \_purpose of...
hospital forensic appraisal ! n i
institute, he auricular defect ‘ C?ndldat;lcharge Cs,et 1] Chen(d,)
damage identified as minor Categor p Lnj | Cin
injuries, facial contusion, BOIY | e .
orbital wall fracture, ... Selector (m—- - u Verifier

3 Candidate Charges Set2 | Wang (dz)

= {
: o (G | )

Figure 6: Overall architecture of EJudge. EJudge consists of four components: the Element Selector, the Category
Selector, the Rule Selector, and the Verifier. CEs denote the crime elements.

quently, the Category Selector predicts charge cate-
gories, and the Rule Selector improves the differen-
tiation of confusing charges within each category
using legal rules. The Verifier integrates predicted
charge categories and legal rules to infer charges.
We detail the four modules below.

Element Selector. The conviction process is rig-
orous and requires consideration of the crime el-
ements in the facts. This module aims to extract
the sentences mentioning the crime elements for a
given defendant. First, for each defendant d;, we
generate the representation of defendant-aware fact
description f by passing them into a pre-trained
encoder (e.g., ROBERTa (Cui et al., 2021)):

Hg, = Encoder([CLS] d; [SEP] f [SEP1), (1)

where [CLS] and [SEP] are the special tokens, and
H,, is the output embeddings for all input tokens.
We use the NLTK tool? to split the fact descrip-
tion into sentences, i.e., f = {s1, s2, 3, - }, and
generate the sentence embeddings using an average-
pooling layer:

h, = avg_pool(hw, ,, hw; 5, s D, ;5.00), ?2)

where w; ; is the j-th word in sentence s;, hwm. is
its word embedding in Hg,, and hy; is the sentence
embedding of s;. Then, we apply a linear classifier
on h,, followed by a softmax function to predict
the element probabilities p € R for four types
of elements, where K. is the number of element
types, i.e., 4. We train the module by the element
classification loss, which can be formulated as:

Ke

Les =E[= ) plkelhs,)log(Pke|hs,))],  (3)

ke=1

where E denotes the average expectation, and
p(ke|s;) represents the ground-truth probability of

2
https://www.nltk.org/

crime elements based on the sentence s;. For the
ground-truth crime element class k., the p(ke|s;)
equals to 1 otherwise 0.

Category Selector. In the legal domain, charges
are divided into different categories depending on
the Object Element. Appendix C shows several
examples of charge categories. Generally, given
the fact, it’s easy to identify the crime categorize,
such as distinguishing between Public Social Se-
curity and Market Economic Order). However,
the difficulty arises when trying to differentiate
between confusing charges within the same cate-
gory, such as Intentional Homicide and Involuntary
Manslaughter. Inspired by this observation, we
first predict the charge category for each defendant.
Specifically, for each defendant d;, we obtain the
embedding sequence of the fact description as de-
fined in Eq. (1), and employ an average-pooling
layer to get the defendant-aware fact description,
denoted as hy. Then, we use the same encoder to
encode the extracted crime elements for d;, and
leverage an average pooling layer over the output
sequence embeddings to get the context representa-
tion of crime elements, denoted as h.. We concate-
nate h; and h. and pass them through a linear layer
as the category feature yi4,. We train the module by
the category classification loss as:

K.

Les =E[= Y plhelua,) log(Blke|pa,))), @)
ke=1

where [E denotes the average expectation, and K. is
the number of charge categories. P(ke|pq,) € REe
denote the predicted category probabilities, and
p(ke|pa,) represent the ground-truth probability of
charge categories based on the category feature z14,,
which equals to 1 otherwise 0.

Rule Selector. In our method, convictions are
based on aligning crime elements with the relevant
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legal rules. This module is designed to calculate
matching scores between legal rules in the selected
categories and extracted crime elements, identi-
fying the most probable legal rules for charging.
The legal rule of each charge is clearly defined,
and several examples are shown in Appendix D. In
this module, we use the pre-trained encoder (e.g.,
RoBERTa (Cui et al., 2021)) to separately encode
the word sequence of the legal rule r; ;, and sen-
tences containing crime elements of defendant d;.
Then we obtain the hidden vector sequence of the
legal rule H, = {hj, hy,....,h; } and crime ele-
ments H, = {hj, ho, ..., h;_}, where [, and . rep-
resent the sequence length. We apply an average-
pooling layer to H,. and H, to get the embedding
of the legal rule and crime elements, which are
denoted as hrm., and h,, respectively. Finally, we
use the cosine similarity function to measure the
matching score between them:

he -hr,

Ary s = ",
7 ‘he‘ : |h7'i,j|

(%)

where )\Tm. represents the matching score. We train
the Rule Selector by optimizing contrastive loss.
Specifically, given the legal rule 7; ; of charge c; ;,
we sample sentences mentioning crime elements
of the charge ¢;j as sT. We sample sentences
mentioning crime elements of charge ¢; (¢t # j),
which we denote as s—. With above steps , we
construct positive pairs (r; j, s7) and negative pairs
(ri,,s™ ). The contrastive loss is defined as:

psimlhr, b )T

’

Lrs = —log ~

v (65im(h7'i,j h oy )/T + esim(hrid h )/‘r)
j=

(6)
where N, 7, and sim represent the mini-batch size,
temperature hyperparameter, and cosine similarity
function, respectively.

Verifier. This module aims to aggregate the
scores generated by the Category Selector and Rule
Selector to make a final decision. Specifically, we
select categories with the top-n highest logits gen-
erated by the Category Selector, where the selected
categories set is denoted as C;, = {C], Cy, ..., Cy }.
We choose the charge for which the corresponding
legal rule has the highest probability p,, ; as the
final charge prediction ¢; ;:

q(kelpa;) = softmaz(opa; ), @)

q(kr|Ar; ;) = softmazx (B, ), 8)
argmax{pr, ;|pr, ; = q(ke|pa,) * q(ke|Ar, ;) ke € Cp},

- ©)

Dataset MUD CAIL-2018
Easy  Hard All

#Train 1,184 555 1,739 101,275

#Dev 387 169 556 ;

HTest 386 175 561 26,661

Table 2: Statistics of MUD and CAIL, where "#" de-
notes the number of data in the set.

where ), . represents the similarity score which is
generated by the Rule Selector (Eq. 5), a and 5 are
the temperature hyperparameters.

S Experiment

5.1 Experiment Setting

Dataset and Metrics. We conduct experiments
for multi-defendant charge prediction on our MUD,
which is randomly split into the training set, de-
velopment set, and test set, following a ratio of
3 :1:1. We also conduct experiments on the com-
monly used dataset CAIL (Xiao et al., 2018) with
single-defendant cases to verify the effectiveness
of EJudge. The details of used datasets are shown
in Table 2.

Each case in MUD contains multiple defen-
dants. Following Lyu et al. (2022), we adopt Ac-
curacy (Acc), Macro Precision (MaP), Macro Re-
call (MaR), and Macro F1 (MaF) to evaluate the
model’s ability to predict charges for defendants.
In addition, we use Accuracy (Acc*) to measure
the model’s ability to predict the charge for cases,
i.e., whether correctly assign the charge for all de-
fendants in a case.

Baseline Models. To verify the effectiveness of
our model Ejudge, we compare EJudge with the
following methods which are summarized in the
three groups: Single-Defendant Methods includ-
ing DPAM (Wang et al., 2018), which incorporate
law articles to help charge prediction; CECP (Zhao
et al.,, 2022a), DCSCP (Li et al., 2022a) and
GEEN (Lyu et al., 2022), which predict charges
by extracted crime elements; HMN (Wang et al.,
2019), which formulates charge prediction as a hi-
erarchical multi-label classification problem; Neur-
Judge (Yue et al., 2021a), which splits the facts
into several parts to predict charges; CTM (Liu
et al., 2022), which takes case triples as input to
predict charges. Multi-Defendant Methods in-
cluding MSA (Pan et al., 2019), which predict
charge by using a multi-scale attention model; Pre-
trained Language Models including RoOBERTa,
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Models Hard(%) Easy(%) All(%)
Acc MaP MaR MaF Acc* Acc MaP MaR MaF Acc* Acc MaP MaR MaF Acc*
MSA 634 S51.1 50.6 49.1 36.6 782 785 783 7182 719 754 75.1 746 750 62.1
woE CECP 60.1 522 513 498 359 80.0 80.7 80.5 804 809 76.1 76.1 76.0 76.0 65.0
DCSCP 614 51.1 509 499 365 789 80.5 80.6 80.3 80.1 762 76.1 76.1 76.0 64.0
LeaglBERT 624 520 485 484 358 80.1 81.0 802 80.2 79.8 76.8 765 767 765 643
RoBERTa 740 66.6 648 64.6 514 820 826 820 82.0 812 79.6 80.6 804 804 682
LawFormer 724 634 589 589 483 845 849 849 83.6 838 80.2 805 814 814 685
DPAM* 735 679 613 608 504 819 8I.1 81.0 822 80.1 778 769 772 761 713
HMN* 733 674 64.1 662 508 82.1 833 835 83.6 8I.1 79.3 802 80.2 80.6 70.1
CTM* 745 662 640 60.0 51.1 83.9 825 831 827 813 81.8 813 813 81.6 69.7
GEEN* 73.0 65.1 644 592 50.6 846 832 832 835 819 82.1 819 825 826 70.7
w/E  NeurJudge* 73.8 67.8 656 679 521 83.1 832 929 834 805 79.0 81.5 815 809 7I.1
LegalBERT* 724 604 609 61.8 51.0 79.8 80.1 79.6 804 80.2 763 742 756 75.6 70.2
RoBERTa* 748 674 658 660 548 826 832 830 824 818 81.0 81.8 808 81.0 71.0
LawFormer* 745 653 622 624 536 845 850 848 835 823 81.3 822 81.7 82.0 69.0
EJudge* 745 748 748 740 54.0 85.8 864 863 86.1 82.0 82.6 83.0 829 829 713
DPAM™* 745 726 69.0 673 518 833 836 831 834 8l.6 80.2 803 803 80.1 728
HMN*+ 747 704 67.1 68.0 52.1 83.5 840 842 845 829 794 809 805 81.0 743
CTM* 752 712 652 66.7 548 833 836 831 834 826 80.3 81.0 81.0 812 748
GEEN™* 75.1 7277 658 67.1 552 848 839 835 83.6 836 81.5 813 813 813 75.1
Oracle NeurJudge™ 76.5 734 680 694 573 842 845 850 856 838 809 823 81.6 8l.6 724
LegalBERT+ 75.1 784 713 71.0 54.0 802 799 793 793 79.0 713 765 713 774 718
RoBERTa™ 776 738 694 69.8 56.6 824 836 830 826 824 80.6 803 805 80.5 764
LawFormer™* 76.5 748 664 682 558 855 858 854 850 843 833 832 829 829 76.1
EJudge* 78.0 81.0 809 784 598 873 879 879 87.6 845 84.0 844 847 844 773

Table 3: Overall performance of multi-defendant charge prediction on MUD. The best results under different settings
are marked in bold. w/o and w E denote whether we explicitly extract crime elements in facts for prediction.

Models CECP DCSCP DPAM HMN GEEN Neuralludge LegalBERT RoBERTa LawFormer EJudge
Acc  0.8651 0.8599 0.8462 0.8298 0.8433 0.8565 0.8432 0.8360 0.8679 0.8688
MaP 0.8511 0.8323 0.8407 0.8323 0.8587 0.8634 0.8502 0.8412 0.8702 0.8691
MaR 0.8632 0.8677 0.8512 0.8434 0.8489 0.8413 0.8356 0.8322 0.8544 0.8634
MaF 0.8533 0.8572 0.8415 0.8399 0.8519 0.8511 0.8444 0.8398 0.8633 0.8652

Table 4: Overall performance of single-defendant charge prediction on CAIL. The best results are marked in bold.

which is pre-trained language model of Chinese
version (Cui et al., 2021); LegalBERT (Zhong
et al., 2019) and LawFormer (Xiao et al., 2021),
which are pre-trained language models in the legal
domain. Moreover, we also explore the perfor-
mance of large language models (LLMs) on our
MUD, including GPT-4.0 (OpenAl, 2023), GPT-
3.5 (Ouyang et al., 2022), and GLM-130B (Zeng
et al., 2023).

Implementation Details. We use the released
source codes to implement baseline models (i.e.,
DPAM, HMN, NeurJudge, CTM, MSA, GEEN,
CECP, DCSCP, HRN). For EJudge, we set the
dropout rate, learning rate, batch size, warmup
steps, and max length of fact as 0.1, 1 x 1075, 12,
800, and 500, respectively. For the Rule Selector,
we sample four negative samples and one positive
sample for each instance. We search 7 in Eq. (6),
top-n of Verifier, « in Eq. (7), and /3 in Eq. (8)
with grid searching, where 7 € {0.01,0.05,0.1},
top-n € {1,3,5}, « € {0.1,0.3,0.5}, and § €
{0.1,0.3,0.5}. The implementation is based on
Pytorch and trained on a Tesla V100 GPU with
AdamW (Loshchilov and Hutter, 2019) optimizer

for 20 epochs. We choose the checkpoints with the
best average performance on the development set
and report performance on the test set. In terms of
crime elements, the experiments are implemented
under three settings: (1) Without elements (w/0 E):
Only the fact description is used for charge predic-
tion. (2) With extracted elements (w/ E, marked
with "x"): The fact description and extracted crime
elements are used for charge prediction. (3) With
annotated elements (Oracle, marked with "+"):
The fact description and annotated crime elements
are used for charge prediction.

5.2 Main Results

Table 3 shows the overall performance on MUD. It
is observed that EJudge outperforms all baselines
by a large margin. For example, in the Hard set
of MUD, our EJudge outperforms the prior SOTA
method without elements (i.e., ROBERTa) by im-
proving MaF by 9.4% and 13.8% using extracted
and annotated elements, respectively. Table 4 re-
ports the performance of single-defendant charge
prediction on CAIL (Xiao et al., 2018). It is ob-
served that the element-aware methods, i.e., CECP,
DCSCP, GEEN, and EJudge, surpass other meth-
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Dateset Model Acc Map MaR MaF Acc*
EJudge* 745 748 748 74.0 540
-ES 704 674 658 660 508
Hard -CS 74.1 704 702 689 542
-RS 723 692 695 69.6 538
-V 72.1 69.8 71.8 69.6 52.0
EJudge* 858 864 863 86.1 82.0
-ES 82.6 832 830 824 818
Easy -CS 856 834 835 84.1 809
-RS 824 819 820 819 798
-V 851 856 855 853 &8l.1

Table 5: Ablation study on the test set of MUD.

ods by 1.7% in terms of average MaR, showing the
importance of crime elements. Moreover, EJudge
achieves the best performance, indicating the su-
periority of our method in leveraging crime ele-
ments. Furthermore, we explore the performance
of LLMs under zero- and few-shot settings on the
full test dataset of MUD. The best ACC* achieved
by LLMs is 59.73%, worse than all baseline models
trained with labeled cases. This indicates LLMs’
limitations in dealing with professional and intri-
cate legal scenarios. Please refer to Appendix E
for details about experiment settings and results
analysis.

5.3 In-Depth Analysis

Ablation Study. We conduct an ablation study
to illustrate the effectiveness of each component
of EJudge*. Table 5 shows that removing the Ele-
ment Selector (-ES), Category Selector (-CS), Rule
Selector (-RS), or Verifier (-V) leads to perfor-
mance drops, indicating each component is useful
for multi-defendant charge prediction.

Element Selector. In Table 3, the performance of
EJudge™ (which utilizes annotated crime elements)
surpasses that of EJudge® (which relies on ex-
tracted elements), by an average margin of 3.68%,
showing that enhancing the quality of extracted
crime elements can benefit charge prediction. To
investigate the quality of extracted elements, we
fine-tune Legal BERT (Chalkidis et al., 2020), Law-
Former (Xiao et al., 2021), and RoBERTa (Cui
etal., 2021) in the Element Selector module, and re-
port exact match scores at both sentence- and token-
level in Table 6. The averaged exact match scores
are 74.1% and 75.6% on sentence- and token-level
respectively, indicating scope for improvement.

Category Selector and Rule Selector. Consid-
ering the charges of Fraud, Contract Fraud, and
Extortion, we investigate the model’s ability to dis-

Hard(%) Easy(%)
Sent Token Sent Token

LegalBERT 71.4 71.9 73.5 75.6
LawFormer 73.5 749 764 77.1
RoBERTa 742 75.7 758 7713

Models

Table 6: Results of crime element extraction. Sent de-
notes sentence-level exact match, and Token denotes
token-level exact match.

mm w/o CS
w/ CS

14.4 14.7

mm w/o RS
w/ RS

139

Extortion
(b) Effectiveness of RS

Fraud Contract Fraud Fraud
(a) Effectiveness of CS

Figure 7: The Category Selector (a) benefits for dis-
tinguishing Fraud and Contract Fraud that are in the
different charge categories. The Rule Selector (b) bene-
fits for distinguishing Fraud and Extortion that are in the
same charge categories. CS and RS denote the Category
Selector, and Rule Selector, respectively.

tinguish confusing charges. Fig. 7 shows that when
removing the Category Selector (a) from EJudge*
(w/o CS), it is hard to distinguish confusing charges
(Fraud and Contract Fraud) in different categories.
Removing the Rule Selector (b) makes it difficult to
differentiate between Fraud and Extortion, which
are in the same category. These observations verify
the effectiveness of the Rule Selector and Category
Selector for accurate charge prediction, by leverag-
ing interpretable crime elements and legal rules.

Case Study and Interpretability Analysis. Fig.
8 presents a case with three defendants Zhu, Jiang,
and Wang whose criminal facts intertwine and
overlap. The existing methods, such as Legal-
BERT (Chalkidis et al., 2020), and EJudge*-ES
can correctly predict the charges relevant to the
whole case but fail to accurately assign the charges
for each defendant. Our model EJudge* correctly
predicts the charge for each defendant. Notably,
our EJudge* method provides the extracted crime
elements and matched legal rules, enhancing both
prediction accuracy and model interpretability.

6 Conclusion

In this study, we introduce a new charge predic-
tion benchmark called MUD that comprises multi-
defendant legal cases. We annotate the crime
elements for each defendant, which benefits in-
terpretable model development. Moreover, we

2871



B s RIEAE T 3RE X EFF;(E@DI%?&&' FZESREE R A4, RFEIE RID
E d_mUdﬂJEi%?Hm VR, SR ERTRAE. R R AR 4— ZE[&
i, ER hlﬁ H*}E’;ﬁﬂi*‘[’ JK%H;N*NHWJ ZME, &%Mlnﬁhﬂﬂh NES
St et 15— - #Translation (Fact Description: ..., Zhu had a dlspute with
Xing for fighting for a taxi. Zhu contacted Jiang. Jiang and Wang arrived at the scene
with sticks and daggers, and had a fight with Zhang and Zhai gathered by Xing. During
the fight, Wang stabbed Zhai in the abdomen and Zhang in the leg with a dagger. After
identification, Zhal and Zhang'’s injury constitutes a serious injury ofgrade II... )

Crime

Models b1 ERWang) D2 IHQiang) | D-3RHZh) Elements_
LeagBERT __ Affray XX Intentional Injury XAffray /i | NO .
EJudge*ES | Intent ional In jury i i ! No
EJudge*(Our) Flntentionaj Injury «/ Affray v /) YES

] %%w%ﬁr%ﬁn‘yfﬂﬁ:“—jﬁﬁﬁﬁi
| 4+ (Zhu had a dispute with
| Xing for fighting for a taxi)

| B lc BRI | IRKFER AR, | ARREIRRILE, TR ER
Doy IRIEBEEEE G B EERIBUS (Zhu | REAR . B EERIBUA(Zhu
: HA! (Wang stabbed Zhai in the: Jiang and Wang 1 contacted Jiang. Jiang and
]  abdomen and Zhang in | arrived at the scene | Wang arrived at the scene
| the leg with a dagger. ) 1 with sticks and daggers)

| with sticks and

U Dmamngs g, s | IRABIHOL TS ASIHRIL. WS
LR R G Jﬁ(Zha, ! m%‘?)\?yﬁiﬁﬁ + (and Eiﬁ% 3} (had a flght with
"HR! and Zhang’s injury  had a fight with Zhang | Zhang and Zhai gathered by
1 COTSES £ G ‘ and Zhai gathered by Xlng)

. injury of grade I1...)  Xing) )

Figure 8: An example of a charge prediction. D, SE,
and OE denote the Defendant, Subjective Element, and
Objective Element, respectively. Objective Element con-
tains Harmful Action (HA) and Harmful Results (HR).

propose a crime-element-informed model named
EJudge, which outperforms existing methods for
multi-defendant charge prediction. In the future,
we will work on more accurate crime element ex-
traction for interpretable charge prediction.

Limitations

In this work, we aim to promote the development
of LegalAl, providing a new benchmark with an-
notated crime elements to the community. The
limitation of this work is that the proposed EJudge
represents an initial exploration into incorporating
crime elements for charge prediction. In EJudge,
we integrate crime elements by directly concatenat-
ing implicit representations of extracted elements
with fact descriptions. Although this straightfor-
ward method shows the advantage of crime ele-
ments, the potential to take full advantage of these
constitutive elements is still under-explored.

Ethics Statement

Each case included in the MUD benchmark
has been obtained from the Chinese government
website, with sensitive information appropriately
anonymized to protect privacy. During the docu-
ment selection stage, we filter out any segments
that might contain personal information, such as
name, gender, age, address, and more. For the
annotation task, we initially annotated a subset of
cases ourselves, and then we established annota-

tor wages based on local standards to ensure fair
compensation. It is important to note that while
our work aims to alleviate the workload of legal
professionals, our Legal Al model, like any other,
may occasionally make mistakes. Therefore, we
emphasize that our model should only serve as an
additional auxiliary tool in the legal field. The ul-
timate decision-making should always depend on
legal professionals.
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Mislabeling

"fact": "F AR A T T AR K KR I I

(—) « 2012512 Ay 2201343 A 19, #HEA
EEEVARAIBREAY, SREH THELL
FHEENEEX L ERTTEERGELRI22
WIE. BT EERGE L RI2AEE A
HA, Z5BAARAMMEN. B AR #
BRAKAT . T IEAT A, BB AR AR10.338 2 7 K,
HPAEA R T4, 13500700 i 75 FF4E,
"accusation": ["¥ EH E", "L 5", "IEE KK
GHRE R T AP HED"

Non-existent Label

"fact":"E R T AR KIRIGIE, 2016544 F
10 A 8B HA ], A& AREAER AT FLAE
FA B RAAE LG E, AR mREIT
A Y, EIEH24 R . 15 R BEHAG .
145 =K. 1&Lhde, IR AE NIt
MAE A K, T 2400 57,0 "

"accusation": ["JEiEIFIE"]

Figure 9: Two error types in Legal Al dataset CAIL-
2018 (Xiao et al., 2018). For Mislabeling error type,
the automatic method incorrectly asign the crime of
intentional injury to the case, when in fact the case did
not involve intentional injury. For Non-existent Label
error type, as far as we know. The Illegal Hunting is
undefined in the Criminal Law of China.

A Errorsin CAIL-2018

Commonly used dataset cail-2018 (Xiao et al.,,
2018) in Legal Al task relies on automatic extrac-
tion for annotation, which inevitably leads to some
errors. As shown in Fig. 9, we list out some error
types, i.e. Mislabeling and Non-existent label. Mis-
labeling refers to labeling the case with the wrong
charge. Non-existent label means labeling the case
with the charge that undefined in the Criminal Law
of China.

B Existing Datasets

In LegalAl field, there are several wildly used
datasets. To compare with our MUD, We sum-
marize the existing datasets in Table 7. In the early
stage, Most of the works, such as Xiao et al. (2018),
and QAjudge (Zhong et al., 2020), focus on single-
defendant charge prediction. Recently, Lyu et al.
(2023) construct a new legal judgment prediction
dataset, where each criminal case contains an av-
erage of 3.4 defendants. However, it mainly sup-
ports black-box model development. In our study,

we propose a new benchmark with high-quality
crime element annotation, which can support inter-
pretable model development.

C Category of Charges

Charges are arranged into different categories ac-
cording to the Criminal Law of China, as shown in
Fig. 12.

D Rule of Charges

The rule of charges expresses the conviction pro-
cess, and the specific crime elements have corre-
sponding formal terms in the rule. Table 8 shows
their definitions according to the Criminal Law of
China.

E Charge Prediction via Large Language
Models

Large Language Models (LLMs) have shown re-
markable performance in many domain-specific
tasks, such as the sentiment analysis (Yeo et al.,
2024; Mao et al., 2023; Cambria et al., 2022), and
law domain (Shui et al., 2023). In this section, we
conduct zero and few-shot experiments to evalu-
ate LLMs on our benchmark MUD. We hope that
these results can supplement previous research on
the multi-defendant charge prediction capability of
LLMs and serve as baselines for future studies.

GPT-4.0. A state-of-the-art commercial model
from OpenAl (OpenAl, 2023). We choose the ver-
sions of GPT-4-0314.

GPT-3.5. To ensure reproducibility, we choose
the GPT-3.5-turbo-0301 a Snapshot of GPT-3.5-
turbo (Ouyang et al., 2022) from March 1st, 2023.

GLM-130B. GLM-130B (Zeng et al., 2023) is
an open bilingual dialog language model with 130
billion parameters and supports English and Chi-
nese.

E.1 Experiment Settings

Following previous work (Shui et al., 2023), in the
zero-shot setting, LLMs work following instruc-
tions without external law knowledge. In the few-
shot setting, LLMs reason with prompts contain-
ing randomly selected (irrelevant) cases or similar
cases retrieved by an information retrieval (IR) sys-
tem. Fig. 10 shows the prompt template that is
translated from Chinese. Since some fact descrip-
tions are very long, we truncate them to 500 tokens.
The Demo cases contain irrelevant cases or similar

2875



Legal Law Term of # Defendants/ Conviction

Datasets Language Source Domain # Pair # Charge

System Article Penalty Case Elements
ECHR English ECHR Human Right Civil-Law 584 - 3 X
ECHR-Case English ECHR Human Right Civil-Law 11,478 - 66 X
ECHR-Crystal-Ball English ECHR Human Right Civil-Law 11,532 - 14 - - X
QAjudge-CIO Chinese CJo Criminal Civil-Law 1,007,744 98 99 11 1.0 X
Ajudge-PKU Chinese PKU Criminal Civil-Law 17,5744 68 64 11 1.0 X
QAjudge-CAIL Chinese CAIL Criminal Civil-Law 113,536 105 122 11 1.0 X
CAIL2018 Chinese CJO Criminal Civil-Law 2,676,075 202 183 202 1.0 X
CAIL-Long Chinese cJo Criminal&Civil Civil-Law 2,228,658 201 244 240 - X
Criminal-S Chinese CJo Criminal Civil-Law 61,589 149 - - 1.0 X
Criminal-M Chinese CJO Criminal Civil-Law 153,521 149 - - 1.0 X
Criminal-L Chinese CJO Criminal Civil-Law 306,900 149 - - 1.0 X
FLA Chinese CJO Criminal Civil-Law 60,000 50 - - 1.0 X
RACP Chinese CJOo Criminal Civil-Law 100,000 50 - - 1.0 X
MultiLJP Chinese CJO Criminal Civil-Law 23,717 23 22 11 34 X
ACI English SCI Criminal Common-Law 4,338 20 - - - X
MLMN Chinese CJo Criminal Civil-Law 1,189 2 86 X
MUD Chinese cJo Criminal Civil-Law 7,128 22 - - 2.5 4

Table 7: A survey of datasets for charge prediction and related tasks. "#" denotes "the number of". "# Pair" denotes
the number of Charge-Defendant pairs. CJO denotes China Judgment Online, PKU denotes Peking University Law
Online, ECHR denotes the European Court of Human Rights, SCI denotes the Supreme Court of India.

] Zero-shot Setting Performance on Three Settings

R g g g g
Query Case —i Fact Description: {Fact Description} Lo e s e e e
Based on the Chinese criminal law and criminal facts above
Instruction determlne the charges committed by the {defendant-A}, 3 0.6 o—- 0
1{defendant—B}. 3 /O”
______________________________________________________________________ *
o o
oo e N V) - ‘/L}_D\(j
d Few-shot Setting i << 0.4 ——o==fR I - GLM-1308
[ Fact Description: {Fact Description} m -O- GPT-35
' ’ -
Demo case -1- Charges {defendant-A} is accused of {charge-a} ; : &4 GPT4'°*
: {defendant-B} is accused of {charge-b} ; : 0.21 — FBudge*
{defendant-C} is accused of {charge-c} ;... ‘ — LLMs Ceiling

Zéro Fix Fix fo fo Sivm Si'm Si'm Sivm

Demo case -n
shot n=1 n=2 n=3 n=4 n=1 n=2 n=3 n=4

[} Fact Description: {Fact Description}

Query Case 4 | Figure 11: Results of LLMs on MUD, where "Zero
e ' shot", "Fix n", and "Sim n" represent prompting LLMs
with instruction, fixed (irrelevant) n cases, and retrieved

similar n cases, respectively.

Figure 10: The prompt template translated from Chinese
for zero- and few-shot charge prediction.

is usually attributed to the noise introduced by irrel-
evant or false similar cases. GPT-4.0 and GPT-3.5
are more robust than GLM-130B.

It is slightly strange that LLMs perform worse
than other baselines, such as Lawformer. This may
be because LL.Ms can easily predict charges for the
whole fact (LLM Ceiling in Fig. 11), but fail to
E.2 Anasysis and Discusion align the charge for each defendant.

cases. Specifically, for irrelevant cases, we ran-
domly select several cases from the training dataset.
For similar cases, we use the BM25 3 algorithm to
measure the similarity between the query case and
cases in the training dataset, and top-n cases are
kept.

Fig. 11 shows the automatic evaluation result of
LLMs.

For each LLM, few-shot baselines outperform
zero-shot baselines, which conforms to our expec-
tations. For few-shot baselines, LLMs prompting
similar cases outperform LLMs prompting fixed
cases, this is probably because the former import
limit law knowledge compared to the the latter.

For GLM-130B, more similar cases or fixed
cases in demonstrations are not always better. This

3https://pypi.org/project/rank-bm25/
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5§15 4 PR (Charges)

€ Y (Definitions)

%8S 3 SE(Offences of Ille-
gal Manufacture of Firearms)

TTANEREZE RACEEANEN, JIEHLERST . EFAEZ2MTTH - (The perpetrator violated state regulations on firearms

management by illegally manufacturing firearms and endangering public safety.)

4E £ K 3246 3 5B (Offences of Tlle-
gal Trade in Firearms)

FTANEREFE R EEMEM, RN EEA L L2MTTH - (The perpetrator violated state regulations on firearms
management by illegally trading in firearms and endangering public safety.)

JEIERFH 183 5B (Offences of Tlle-

gal Possession of Firearms)

I S SCE EALUE ARGV AL AR SRR IR AT .

regulations.)

(Illegal possession of firearms without authorisation in violation of firearms

HERBRE EMETNR G
4E(Offence of Selling Counterfeit
Registered Goods)

B R R (R E M PR D T o B K A94T M - (Selling goods that are known to be counterfeit registered trademarks and
selling a large amount of them.)

4 [FVESRIE(Contract Fraud)

VHRE S E D B, 72837 BATA RS, SHE 0 LB TR M SR T8, WG 7 M F AR Y, SRR
174 - (With the purpose 0f illegal possession, in the process of signing or fulfilling a contract, committing deceptive means such as
fictitious facts or concealing the truth, to cheat the other party of property in a large amount.)

9k % 42 & JE(Offence of Illegal
Business Operation)

33 5 [ R R AR N F RS E B LT S BRI T ™ B H947 4 - (Illegally engaging in business activities in violation of State
regulations, disrupting the market order, under serious circumstances.)

B g & M % FR JE(Offence of
Counterfeiting a  Registered
Trademark)

HREREEEENL, REEMERITE AR, R M & RS EERS LERERHEE R, BT BT
73+ (Violation of national trad k regulations, without the permission of the owner of the registered trademark, in the
same kind of goods and services, the use of the same trademark with its registered trad k, the cir are serious.)

i & A A GE(Intentional Homi-
cide)

WOR AR AR A& @ 91T - (Intentional and unlawful deprivation of life.)

#5751 % JE (Intentional Injury)

1 unlawful d

HOR AR IR E M N SR ERRAIIT - (Acts of to the physical integrity of another person.)

JE 124 25 9B (Crime of Illegal De-
tention)

BB AR IR A A A Bl DUE A T SR AR AN B B AT -

deprivation of a person’s personal liberty.)

(Deliberate unlawful detention of a person or other unlawful

UAAE I 5B 0 H 0L 27 - Al Hah 77 8 5 A 55 W P sl ST AR ) 35 e E 1T A -

(Using violence,

65758 (Robbery) coercion or other methods to force the victim to hand over property on the spot, or forcibly snatching public or private property on the
spot, for the purpose of unlawful appropriation..)
I ‘u#éﬁﬁﬁammﬁm%*ﬁﬁEWEMMbmmmamhkm@ﬁummﬁﬁ dulently obtaining a larger of

public or private property by means of fictitious facts or concealment of the truth for the purpose of unlawful appropriation.)

P VE#) & JE (Extortion and Black-
mail)

Uk & B A I RFTE N - B ENSERERMT B el Bk i 7 v 3R T RIS B AFA Y917 - (Intimidating,
threatening or blackmailing the owner or manager of property for the purpose of unlawful appropriation, and forcibly soliciting a larger
amount of public or private property.)

4% 4% Ui JE(Crime of Cheating
and Bluffing)

FREEAE SRR, B EXRYLR TIEA R85 aiiiR, 7 vER, % ERKLK A RE R IERES#1T% - (Fraudulent
impersonation of the identity or title of a staff member of a State organ for the purpose of obtaining unlawful benefits, to the detriment
of the prestige of the State organ and its normal activities.)

AR E(Crime of Affray)

REL NBHEN SR E MBI TSk, $RELALFEFHIIT N - (Gathering of a number of persons to attack each other
physically or to attack each other physically in order to disturb public order.)

-0 % 9% SB(Crime of Picking
Quarrels and Provoking Troubles)

FERCPRE, BERBHT . BBILMASUERIRS . SHARMMET N, SEEARGIELLEE, BT M BB SRR E
451917 - (Acts of wanton provocation, randomly beating or harassing others or arbitrarily destroying or occupying public or

private property, or acts of disturbances in public places that result in damages that seriously disrupt the social order.)

GO R B/ DR S

BISRILERATR, T T LA - BRS  U - RO B R DAL T IR - FERRAITT N o (Concealing, transferring, acquiring,

:;((:Cr?:]cee)alment of  Proceeds selling or otherwise disguising or concealing the proceeds of crime, knowing that they are proceeds of crime.)
%0 - 41 it (Harboring and FF R0 A0 R B T O EL 4R L RSGRUAL BT~ W9y, 4% Bl Bk B m DUPE BOIE B A 77 U 3 LR 1T 91T 9 - (Providing a place of

Covering)

concealment or property to a person who has committed a crime, knowing that he or she has done so, assisting him or her to escape or
concealing his or her crime by means of false testimony.)

/H 215 7% 9B (Crime of Organisa-
tion of Prostitution)

DIFESE . R 51% - AEETER. Y% #H2 ANESHENITH - (Recruiting, hiring, inducing, accommodating, etc., to gather
and control a number of persons for the purpose of engaging in prostitution.)

P BI£H4A 32 5B (Crime of Facili-
tating the Organisation of Prosti-
tution)

i NSEREARASHR AVLARE SR BT 0 - A& - HERRIERA0TT 0 -

for others to commit the offence of organising prostitution.)

(Facilitating, creating conditions and removing obstacles

%% ¥8 3272 JE(Crime of harboring
prostitution)

T NSEEFR AT TT 9 -

(Provision of premises for the prostitution of others.)

I 4332 9E(Crime of Procuring
prostitution)

FSETRAIN G S BEIENT 94T - (Acts of matchmaking between persons engaged in prostitution and their clients.)

Table 8: Rule of charges according to Criminal Law of the People’s Republic of China, the translated version is
indicated in bold font.
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IEEENERZTE (Offences of lllegal
Manufacture of Firearms)

HanHRL (Public Social
Security)

IEELEBTGE (Offences of lllegal

Trade in Firearms)

T

IEEIFEBRIE (Offences of lllegal

Possession of Firearms)

HERSIMBITOEMIE (Offence of

Selling Counterfeit Registered Goods)
. AEVEIRSE (Contract Fraud)
HiBEFFEE (Market Economic
Order) IEAZETE (Offence of lllegal Business

Operation)

BEFMERIE (Offence of Counterfeiting a
Registered Trademark)

=X I ional Inj
Personal, Democratic Rights) AR (Intentional Injury)

HWERATE (Intentional Homicide)
2RMAS. RERF (Citizens' <

FEEHEETE (Crime of lllegal Detention)

93 (Category)

$6#15E (Robbery)
A Y 1
;\Iiﬂi)?ﬂﬂ (Citizens' Property YERER (Fraud)

BUESIZRTE (Extortion and Blackmail)

#HE2H#E (Public Order) BASHETE (Crime of Affray)

4{ JRIEHEYRSE (Crime of Cheating and Bluffing)

S#ESE (Crime of Picking Quarrels and
Provoking Troubles)

i, FRERIBIERT{ESE (Concealment of Proceeds
of Crime)

EREERER (National Judicial

Order) =i, |8FEgE (Harboring and Covering)

£AYISEESE (Crime of Organisation of

Prostitution)
HLEERELSAREERE ( HBNAASSER (Crime of Facilitating the

Social Morality and Public Organisation of Prostitution)
Security Management Order) BEEETE (Crime of harboring prostitution)
MBSEESE (Crime of Procuring prostitution)
Figure 12: According to Criminal Law of the People’s Republic of China, charges are arranged into different
categories.
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